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Preface 

 

This edited volume is the product of International Seminar on “Emerging Trends of Physical 

Sciences- Education & Research” organized by Department of Physics, Dukhulal Nibaran 

chandra College in collaboration with Nathulal Das B.Ed. College. 

Now-a–days physical science education and research is the backbone of our universal 

development. So, good academic research and proper education in this field is highly needed. In 

this context we have tried to make a small step forward by arranging such a conference in our 

college which is located in a remote part of our country. This will not only be beneficial to the 

research and academic community but also be very encourageous to the meritorious students of 

this locality. 

All the papers, we received in the seminar, were of excellent quality to be selected for 

publication in this book, but some of them have been placed in this modest volume. We 

sincerely apologize to all the scholars whose articles have not been accommodated here. 

Now, I want to express my deepest gratitude to the Principal of my college CA Nikhilendu 

Bikash Das, for his indispensable guidance and encouragement throughout the process of this 

publication. 

I am grateful to all my colleagues for extending their helping hands as and when required. 

I would like to place my sincere appreciation to all the delegates and resource persons present in 

the seminar for their crucial contribution. 

I am also grateful to all my family members for giving me inspiration during this work. 

Overall, this volume is an attempt to contribute in the field of research and education in 

Physical Sciences. I hope that this edited book will be very useful to the academicians, 

researchers and students in this field. 

 

Amitlal Bhattacharya 
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Study of composite materials as supercapacitor electrode 

Buddhodev Chowdhury and Sudipta Pal
* 

Department of Physics, University of Kalyani, Kalyani-741235, Nadia 

sudipta.pal@rediffmail.com 

 

Abstract 

Supercapacitor is an energy storage device. It can store huge amount of energy. They have many properties such as large 

energy density, high power density, quick charging/discharging, long cycle life and also low maintenance cost. There are 

three types of supercapacitor based on energy storage mechanism such as electric double layer capacitor (EDLC), 

pseudocapacitor and hybrid capacitor. Electric double layer capacitor stores energy electrostatically. Carbon materials like 

activated carbon, graphene etc. are used in EDLC electrodefor their large surface area, good electrical conductivity, low 

cost, availability and environment friendly. Pseudocapacitor stores energy electrochemically. Metal oxides like Manganese 

dioxide (MnO2), Ruthenium dioxide (RuO2) etc.or conducting polymers like polyaniline are used in pseudocapacitor 

electrode for its good faradaic redox properties. Hybrid capacitor is built by the combination of both EDLC and 

pseudocapacitor. It can store energy in both electrostatically and electrochemically. There are three types of hybrid 

capacitor for their electrode variety such as composite, asymmetric and battery-type. Today composite materials are used in 

hybrid capacitor electrode because composite electrodes are more effective than pure carbon electrode and pure metal oxide 

or conducting polymer electrode. Different types of composite are producedsuch as carbon-carbon, carbon-metal oxide and 

carbon-conducting polymer composite, all are used in a supercapacitor. 

 

Keywords: Energy storage, Supercapacitors, EDLC, Pseudocapacitor, Hybrid Capacitor,  AC,Graphene, CNT’s, Metal 

Oxides, Conducting Polymer, Composite materials. 

 

Introduction 

The energy demand is increasing with the increasing of population. Also fossil fuels are decreasing day by day
1-4

. Further the 

environmental pollution is the biggest issue coming from the use of those energy resources
5-7

. So we need clean and green energy 

sources to solve this problem. Renewable energy sources like solar energy, wind energy are the better options. However in the absence 

of these sources (i.e. at night or without wind flow) we can’t use it. So we need energy storage device that can store huge amount of 

energy and can be used when needed
8-10

. Electrolytic capacitor and electrochemical battery is used as energy storage but they have 

many problems. An electrolytic capacitor can store electrostatic energy but its capacity is very poor. A conventional battery store large 

amount of energy but the power density is lower(˂ 1kW/kg)
11-13

,whereas new technologies require high power density source or 

storage. Now a day’s most of the researchers are trying to invent a large energy storage device. Supercapacitor is one of them. It is an 

energy storage device with very large capacity and a low internal resistance. So it is capable to store and distribute energy at 

comparatively high rate compared to electrochemical batteries
14

.The energy density of supercapacitor is lying between conventional 

capacitors and batteries, larger than of conventional capacitors and lower than batteries
14,15

. The energy density of a conventional 

battery is achieved up to 150 Wh/kg which is almost 10 times with an electrochemical capacitor whereas the power density of a 

battery is achieved up to 200 W/kg which is almost 20 times less than with an electrochemical capacitor
14,16

. It fills the gap between 

the electrochemical batteries and electrostatic capacitors
17-20

. Supercapacitors show high specific capacitance than electrostatic 

capacitors and high power than conventional batteries
21

. They have many conveniences such as long cycle life (>100,000 cycles), 

quick charging/discharging wide range of working temperature (-40
0
C to 70

0
C) and low maintenance cost

14,20,22-30
. Supercapacitor is 

favorable to use where the power bursts are needed but high energy storage capacity is not necessary
8
. 

 

The comparison among the electrolytic capacitors, electrochemical capacitors, batteries and fuel cells according their specific energy 

versus specific power has shown in Figure-1. 

 

 
Figure-1: Specific Energy Vs Specific Power plot for various energy storage devices. 
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Table-1 shows the comparison among the electrolytic capacitor, electrochemical capacitor and battery. In this table we see the 

supercapacitor is lying between an electrolytic capacitor and a conventional battery in every aspect. So the supercapacitor fills the gap 

between an electrolytic capacitor and a conventional battery.Table-2 shows the comparison between a conventional and a 

supercapacitor for their storage mechanism. In this table we see that they are different from each other by the charge storage 

mechanism. 

 

Table-1: Comparison among the electrolytic capacitor, conventional battery and supercapacitor
8
. 

Characteristics Capacitor Supercapacitor Battery 

Specific energy(W h kg 
-
1) ‹ 0.1 1–10 10–100 

Specific power(W kg 
-
1) ⪢10, 000 500–10,000 ‹1000 

Discharge time 10
-6 

to 10
-3

 s to min 0.3–3 h 

Charge time 10 
-6 

to 10
-3

 s to min 1-5 h 

Coulombic efficiency (%) About 100 85–98 70–85 

Cycle-life Almost infinite › 500, 000 about 1000 

 

Table-2: Comparison between battery and supercapacitor
8
. 

Comparison parameter Battery Supercapacitor 

Storage mechanism Storage mechanism Physical 

Power Power Electrolyte conductivity 

Energy storage Energy storage Limited (surface area) 

Charge rate Charge rate High, same as discharge 

Cycle life limitations Cycle life limitations Side reactions 

 

Supercapacitor versus Lithium Ion Battery 

There are lots of benefits of the li-ion battery. The energy density of a li-ion battery is very high from any ordinary battery as well as 

supercapacitor, self-discharging rate is comparatively lower from other rechargeable battery, its maintenance cost is lower etc.
4,31-33

. 

Though a lots of benefits of li-ion battery, it has many disadvantages such as it require protection from over charge discharge, li-ion 

battery is suffer from ageing that is one of the major problem, it is costly product from ordinary battery, it has transportation problem 

(mainly in air) due to its larger size and weight, it is now a developing area
34

.New technology require high power storage device, so li-

ion battery is a poor solution
4,35,36

. 

 

On the other hand Supercapacitor is a unique combination of high power as well as high energy storage device. Supercapacitor has 

more advantages such as quick charging/discharging, broad range of operating temperature, (-40
0
C to +70

0
C), long operating life, less 

weight and low cost. Only leakage is a main disadvantage of supercapacitor
22,37

. 

 

Characteristics of a supercapacitor 

 High power density 

 High energy density 

 High capacitance 

 Longer life 

 

 

 

 

 

 

 

 

Figure-2(a):A typical supercapacitor and its characteristics. 
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Characteristics of li-ion battery 

 High energy density 

 Self-discharge much lower 

 Low maintenance 

 Almost longer life 

 

 

 

 

 

Figure-2(b): A typical li-ion battery and its characteristics. 

 

Working Principle of a Supercapacitor 

A supercapacitorhas two electrodes these are separated by an ion permeable membrane. Both the electrodes are connected by the 

electrolyte.Carbon like materials is used in the electrode so that surface area of the electrode becomes large. Such type of material is 

used in an electrolyte that can produce large amount of ions. When external voltage is applied, the charges are accumulates on the 

outer surface in both electrodes. At the same time opposite ions in the electrolyte are gathered to the interfaceof the electrodes. In this 

process the electric double layer capacitors (EDLC) are generated in both the electrode- electrolyte interface
38

. 

 

The stored electrostatic energy of a supercapacitor is calculated by the equation shows below 

E =  
 

 
 CV

2                                                                                         
(1) 

 

where C and V are the Capacitance and voltage of the supercapacitor respectively. Equation (1) represents the energy density is 

proportional to capacitance of the supercapacitor. That means if we can increase the capacitance of the capacitor then energy density 

of the capacitor will be increased
38-41

. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-3: Internal structure of a supercapacitor. 

 

Power density is another important parameter of a supercapacitor. It means how fast store and deliver energy. The maximum power 

density of a supercapacitor is measured by the equation. 

 

Pmax =    
  

  
     (2) 

 

where R is the equivalent series resistance (ESR) in ohms
42

. Equation-2 represent the maximum power is inversely proportional to 

internal resistance of the supercapacitor. Therefore for high power density of a supercapacitor internal resistance will be lower
38,39,41

. 
 

The capacitance of the supercapacitor is represented by the equation 
 

  
     

 
     (3) 

 

Where   and     are the dielectric constants of the free space and the dielectric material respectively, A is the surface area of the 

electrode and d is the distance between two electrodes. Equation-3shows that for large capacitance of a supercapacitor the surface area 

will be large and distance between two electrodes will be lower. So the materials use in electrode whose surface area is large
38,39,41

. 
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Distribution of Capacitance of a Supercapacitor 

When external voltage is applied on a supercapacitor, the charges are accumulated onboth the electrodes. At the same time opposite 

charges are generated near the both electrodes and they are separated by electrolyte molecules. So there are two capacitors are 

generated in both the electrodes and they are connected by series combination
43

. Therefore the total capacitance of the system (Ctotal) is 

calculated by given the formula: 

 

       =
        

      
     (4) 

 

where C1 and C2 are the individual capacitance of the electrodes. Ctotal is the total capacitance of the system. If the supercapacitors 

electrode is symmetric then C1 = C2 and equivalent capacitance C = 0.5 ⋅ C1 i.e. half of the individual capacitance of the electrodes
43

. 

 

 
Figure-4: Typical construction of a supercapacitor: 1) power source, 2) collector, 3) polarized electrode, 4) Helmholtz double layer, 5) 

electrolyte having positive and negative ions, 6) separator. 

 

Energy Storage Mechanism of Supercapacitor 

There are three types of supercapacitors based on energy storage mechanism such as electric double layer capacitor, pseudocapacitor 

and hybrid capacitor
8,14

. 
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Electric double layer capacitor (EDLC): There are two layers generate on electrode- electrolyte interface i.e. One layer is the 

surface of the electrode and another opposite layer generates in the electrolyte. These two layers are separated by the solvent 

molecules which has dielectric properties. So in this region behaves like a capacitor. EDLC stores energy electrostatically. Activated 

charcoal or graphene are used in this type of electrode for their large surface area
44-51

. 

 

 

 

 

 

 

 

 

 

Figure-5: Internal structure of Electric Double Layer Capacitor. 

 

Pseudocapacitor: Pseudocapacitor stores energy electrochemically. There are electron charge transfer between electrolyte and 

electrode which is coming from dissolved and adsorbed ion.  The adsorbed ions do not chemical reaction with the atoms of the 

electrode. There is only charge transfer by Faradaic redox. In pseudocapacitor use transition metal oxide or conducting polymer 

electrodes with a high electrochemical pseudocapacitance like Manganese dioxide (MnO2), Ruthenium dioxide (RuO2), polyaniline 

etc.
44-46,48,51

. 

 

 

 

 

 

 

 

 

 

 

Figure-6: Internal structure of Pseudocapacitor. 

 

Hybrid capacitor: Hybrid capacitor is the combination of both electric double layer capacitor (EDLC) and pseudocapacitor. EDLC 

shows good cyclic stability and good power performance on the other hand pseudocapacitor shows high specific capacitance. It stores 

energy by electrostatically electrochemically. At present, researchers have concentrated on three types of hybrid supercapacitors, 

which are differed by their electrode varieties: Composite, Asymmetric and Battery-type
14, 45

. 

 

Composite: This types of electrode is combined with carbon based materials and metal oxides or conducting polymers. So these types 

of electrodes have both the physical and chemical charge storage mechanisms. Carbon based materials shows capacity due to electric 

double layer of charge and high specific surface area which is raised the contact between pseudocapacitive materials (stay in 

electrode) and electrolyte. Metal oxide or conducting polymer materials increases the capacitance due to faradaic redox reaction. 

There are three types of composites: Binary and ternary composite. In a binary composite use two different types of electrode 

materials, on the other hand in a ternary composite use three different types of electrode materials in single electrode
14

. 

 

Asymmetric: There are two types of electrode (negative and positive) used in asymmetric hybrid supercapacitor. Carbon material is 

used in a negative electrode on the other metal oxide or conducting polymer is used in a positive electrode. Therefore negative 

electrode is EDLC type and positive electrode is pseudocapacitor type
14

. 

 

Battery type: These types of electrode are the combination of a supercapacitor electrode and a battery electrode. So both the features 

are present in one cell
14

. 

 

Electrode Materials 

There are different types of material are used in a supercapacitor electrode such as carbon materials, metal oxide, conducting polymer 

and composite materials. 

 

Carbon materials: Most of the supercapacitor electrodes carbon materials are used for their large surface area, low cost, availability 

and environment friendly
52,53

. Carbon material stores energy by the electric double layer mechanism. It is able to accumulate much 
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charge at the interface of the electrode and electrolyte due to its large surface area and pore shape structure. There are different types 

of carbon materialare used in a supercapacitor electrode like activated carbon, garphene, carbon nanotubes etc. some of the carbon 

materials electrodes are discussed below
14

. 

 

Activated carbon: Activated carbon is a common material in supercapacitor electrode because of its large surface area, good 

conductor of electricity, low cost and greater cycle stability. The surface area of the AC is increased up to 3000 m
2
/g. previously it was 

collected from carbon materials such as petroleum coke, pitch and coal, but fossil fuels are decreasing day to day, now a days it is 

collected from renewable sources for increasing global energy demand also environment friendly materials. Activated carbon is 

produced from different types of carbon precursors shown below in Table-3
14,54

. 

 

Table-3: BET specific surface are as for different carbon precursors. Data taken from
8
. 

Carbon precursor Activation method Sbet (m
2
/g) 

1. Furfurol Steam 1040 

2. Coconut shell KOH 1660 

3. Eucalyptus wood KOH 2970 

4. Firwood Steam 1130 

5. Bamboo KOH 1290 

6. Cellulose KOH 2460 

7. Potato starch KOH 2340 

8. Starch KOH 1510 

9. Sucrose CO2 2100 

10. Beer lees KOH 3560 

11. Banana fiber ZnCl2 1100 

12. Corn grain KOH 3200 

13. Sugar cane bagasse ZnCl2 1790 

14. Apricot shell NaOH 2335 

15. Sunflower seed shell KOH 2510 

16. Coffee ground ZnCl2 1020 

17. Wheat straw KOH 2316 

18. Fish scale – 2270 

19. Cherry stone KOH 1300 

20. Rice husk NaOH 1890 

21. Rice husk KOH 1390 

 

Graphene: Graphene is a mono layer, hexagonal lattice structure, sp
2
 carbon allotrope

55,56
. One atom is remained in every lattice 

point. Graphene has many characteristics such as high electric conductivity, high mechanical strength, good thermal conductivity
57

, 

large surface area (around 2630 m
2
/g) and high chemical stability. That’s why it is used as a supercapacitor electrode material. 

Graphene is able to reach capacitance of a supercapacitor up to 550 F/g. Graphene is produced from graphite. Recently, there are 

multiple ways to produce graphene from graphite as like chemical vapour deposition, micromechanical exfoliation electrochemical 

and chemical method etc.
14

. 

 

 
Figure-7: Structure of grapheme. 
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Carbon nanotubes: Carbon nanotube is an allotrope of carbon. Its structure is cylindrical. It   is a good electrode material for their 

properties such as good electric conductivity, unique pore structure and high stability. There are two types of carbon nanotubes are 

present these are single-walled carbon nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWCNTs). Both the materials are 

used in a supercapacitor electrode. It is a high power electrode material due to its good electrical conductivity, but lower energy 

density for their little surface area
14

. 

 

 
Figure-8: Structure of carbon nanotube. 

 

Metal oxide: Metal oxides are also the substitute material of a supercapacitor electrode for their high specific capacitance and lower 

resistance. These types of electrodes store energy mainly by pseudocapacitor mechanism. Some of the conventional employed 

materials are nickel oxide (NiO), ruthenium oxide (RuO2), manganese oxide (MnO2), iridium oxide (IrO2)
14

.   

 

Conducting polymers: Recently, conducting polymer is used as an electrode material of the supercapacitor due to its several 

properties such as good conductivity, high capacitance, simple production and low cost. Conducting polymers store energy by 

pseudocapacitor mechanism. There are different types of polymer is used in a supercapacitor electrode such as polyaniline (PANI)
14,46

. 

Composite materials: Composite electrodes are more effective than pure carbon electrode and pure metal oxide or conducting 

polymer electrode. Composite electrode can store energy by both physical and chemical mechanisms. There are different types of 

composite such as carbon-carbon, carbon-metal oxide and carbon-conducting polymer composite
14

. 

 

 
Figure-9: Internal structure of composite material. 

 

Experimental Procedure 

Sample preparation: One method has given how to prepare activated carbon to from carbon material. Here coconut shells are used as 

a carbon material. The outer part of the coconut shell is cleaned by the water and dry. Then it is burned in a muffle furnace at 500
0
C 

for 2hr. After grinded by the mortar and pestle it generates a non-activated carbon. This non activated carbon weighted 1gm is blended 

with a solution that contains5ml of water and 1.5 gm. KOH as an activated agent. The blend sample is dried an oven at 60
0
C for 2 hr. 

Then the remaining slurry is dried at 110
0
C for overnight in the oven. Again the sample is heated from room temperature to 450

0
C for 

2 hr with the thriving rate temperature at 10
0
C/min, then cooling it at a room temperature. This sample is washed repeatedly with a 5 

M solution of HCl for removing activated agent. Then it is washed by distilled water until remove the chloride ion. After removing the 

activated agent, the sample is dried at 110
0
C for 12 hr. Finally the sample is converted into activated carbon

14
.  

 

Spectroscopic analysis: Fourier Transform Infrared (FTIR) spectroscopy is used to identify the functional groups of the AC samples. 

Surface area of the AC sample is calculated from the Brunauer- Emmett- Teller (BET) equation through N2 adsorption– desorption 

analysis. Before the analysis AC sample is heated at 110
0
C for 10 h under vacuum for removing the gas from the sample. The 

micropore and mesopore volumes are calculated from the t-plot (Harkins-Jura equation) and BJH (Barret-Joyner Halenda) model for 



Emerging Trends of Physical Sciences  – Education & Research   8 

Ideal International E- Publication 

www.isca.co.in 

surface analysis respectively. Total number of carbon structures present in the AC sample is measured by Raman spectroscopy with 

He Ne laser (633nm, 2mW)
58

. 

 

Microscopy analysis: Scanning electron microscope (SEM) is used to measure the surface structures of the AC samples. 

Transmission electron microscope (TEM) is used to investigate the topographical features of the samples
58

. 

 

Measurements: One method has given how to measure the performance of AC electrode. At first prepare the mixture of AC, carbon 

black and PVDF in their mass ratio 90:5:5. This mixture is stirred for 12 h to create homogenous slurry. Then the slurry is brush- 

coated on nickel foam and dried at 80
0 

C for 24 h. This nickel foam is punched into the electrodes of nearly 9 mm thickness. In this 

process AC electrodes are generated. Glass microfiber is used as the separator and 6M KOH as the electrolyte. After establish the 

supercapacitor cell, it is connected to an autolabpotentiostat/galvanostat for electrochemical studies such as CV, CDC, EIS etc.
58

. 

 

Specific capacitance of a supercapacitor is measured by following cyclic voltammetry (CV) curve. Carbon materials supercapacitor 

electrode display almost rectangular shape cyclic voltammogram as shown in fig.8 which presents cyclic voltammograms for carbon 

materials in both, aqueous and organic electrolytes
8
. 

 

 
Figure-10: Cyclic voltammogram of an EDLC cell at 5m Vs

-
1 in (a) aqueous 6M KOH and (b) organic 1M tetraethyl-ammonium-

tetra-fluoro-borate electrolytes. 

 

Conclusion 

Supercapacitor is an important alternative energy storage device of batteries. It has many properties such as high electrochemical 

properties, high power density and good stability, low maintenance cost, high longevity, easy to travel for its light weight. Nowadays 

researchers are engaged to develop supercapacitor electrode by using different electrode materials like carbon materials, metal oxide 

and conducting polymers. Although carbon materials has high specific surface area and pore structure, till now their capacitance and 

energy density are lower. Conducting polymer display high specific capacitance but it has major problem for their swelling and 

shrinking when charging-discharging. For this reason life time of polymer electrode supercapacitor is very short. Now the scope of 

research in this field has increased due to discovery of graphene. In future supercapacitor will be an essential storage device for hybrid 

electric vehicle power systems also for emergency power supplies. 
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Abstract 

In this method two fluorescent compounds (1 and 2) present in their binary mixtures were analyzed using first derivative of 

the ratio spectra by measurement of the amplitude at zero-crossing wavelengths. Standard solutions of  two fluorescent 

compounds and their binary mixtures were prepared and their absorbance were recorded in methanol within 250-600 nm 

wavelength range which clearly shows closely overlapping spectral bands of two compounds. In case of compound (1), the 

ratio spectra were obtained by dividing the absorption spectrum (amplitude by amplitude at the appropriate wavelength) of 

the mixture by the absorption spectrum of a standard solution of compound (2). Then first derivative spectra were obtained 

by using differentiate function of Origin program where ratio spectra were differentiated with respect to wavelength. At 

specified wavelength, the ratio derivative values of each component were plotted against their concentrations. The statistical 

analysis of these graphs indicates good linearity. The concentrations of desired component were calculated from their 

respective calibration curves. The derivative ratio spectra for the determination of compound (2) were obtained with the 

same procedure where a standard spectrum of compound (1) used as the divisor. Satisfactory results obtained from 

derivative-ratio spectrophotometric method (DRM) indicate that the method is effective for determination of the 

concentration of compounds (1 and 2) present in the binary mixture. 

 

Keywords: Fluorescent compounds, Binary mixture, Absorbance, Derivative ratio spectrophotometry. 

 

Introduction 

In recent time industries dealing with dye solutions viz. textile, paint, printing ink industries, etc. are regularly reproduced mixture of 

colorants by color adjusting or shade adjusting process. There are various analytical methods available for quantitative analysis of dye 

solutions, using UV-visible absorption spectrophotometry, but the main problem of spectrophotometric multicomponent analysis is 

determination of two or more compounds in the same sample or in a mixture without any preliminary separation. Sometimes 

multicomponent analysis using UV-visible absorption spectrophotometry produce incorrect results because of strong overlapping 

zero-order spectra
1
. 

 

The quantitative analysis of such multicomponent preparations is very important and for this, dual wavelength spectrophotometry
2-5

, 

zero crossing of derivative ratio
5
,  simultaneous equation method (Vierordt's Method)

6-8
 absorbance ratio method (Q-Analysis)

9
, 

difference spectrophotometry
10

, area under the curve method
11

, derivative subtraction
12

, ratio subtraction
13

,derivative 

spectrophotometry
14

, pH-induced differential spectrophotometry
15

, least square method
16

, derivative or derivative ratio
17

, ratio 

difference
18-19

, multi-wavelength linear regression analysis
20-21

, double divisor method
22

, ratio subtraction method
23

, ratio difference 

spectrophotometric method
24-27

, extended ratio subtraction method
25,29,38

, constant center spectrophotometric method
29-31

, successive 

spectrophotometric resolution technique
32

, amplitude modulation
33-35

 mean centering of ratio spectra
18-19,36-38

, second derivative
39

 etc. 

have found wide applications over long periods. 

 

Derivative spectrophotometry (is a spectral technique in which the rate of absorbance change is measured as a function of wavelength) 

is more reliable in terms of its utility, selectivity and sensitivity than normal spectrophotometry for resolving mixtures of compounds 

with overlapped spectra by enhancement of the resolution of the overlapping spectra
1,19

. 

 

Salinas et al.
40

developed a new spectrophotometric method ratio-derivative spectrophotometry, which is based on the use of the first 

derivative of the ratio spectra for the simultaneous determination of two compounds in binary mixtures. Furthermore, Berzas Nevado 

et al.
5
proposed a new method for the simultaneous determination of three compounds in ternary mixtures by ratio derivative spectra 

zero crossing method. 

 

In the present work, ratio first derivative spectrophotometry method is reported for simultaneous determination of two widely used 

industrial chemicals, 1-Aminopyrene and 1-Pyrenecarboxaldehyde which are fluorescent compounds, from their binary mixture. 1-

Aminopyrene (1-AP) is a metabolic product of the mutagenic environmental pollutants and also have been recognized as chemical 

carcinogen, mutagen
41-43

. Under UV-A irradiation, 1-AP has been shown to cause light-induced DNA single strand cleavage
44

. 1-

Pyrenecarboxaldehyde is an important intermediate used in agrochemical, pharmaceutical and dyestuff field, causes irritation to eyes, 
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respiratory system and skin. These are ubiquitous organic pollutants of special concern for their carcinogenic, teratogenic and 

mutagenic properties. Once absorbed in human body, they are oxidized by the cytochrome P450s and then resulting products can form 

DNA and protein adducts
45

. The aim of this work is to develop a rapid, simple and accurate spectrophotometric method in order to 

quantify the concentration of 1-AP and 1-PC from their binary mixtures. 

 

Theoretical background 

Derivative spectrophotometry (DS) is based on the principle that the absorbance at any wavelength of a mixture is equal to the sum of 

the absorbance of each component in the mixture at that wavelength. The absorption spectrum of the binary mixture (a mixture of two 

compounds a and b) measured in 1 cm cell can be written by the equation 

 

AM, λ1 = Ea, λ1 Ca + Eb, λ1 Cb    (1) 

 

Where, AM, λ1 is the absorbance of mixture at wavelength 1, Ea, λ1 and Eb, λ1 are the molar absorptivity of a and b at wavelength 1, Ca 

and Cb are the concentrations of a and b in the mixture. 

 

In Eq. (1), if the absorbance of the mixture at wavelength 1 is divided by the absorbance at wavelength 1of a standard solution of a 

whose concentration is Ca
0  

i.e.  Ea, λ1 Ca
0
then Eq. (1) becomes: 

 

   (2) 

 

 This can be simplified to:  

   (3) 

 

Calculation of the first derivative due with respect to will remove the constant value,  

 (4) 

 

Eq. (4), indicates that the derivative ratio spectrum of the binary mixture is dependent only on the concentration of b, and can be easily 

determined without any interferences of the concentration of compound a
46

. 

 

Experimental 

Apparatus: The UV–Vis spectra (zero order spectra) were measured using Shimadzu UV-1700 double beam UV–visible 

spectrophotometer and corrected for background due to solvent absorption using 10mm path length quartz cell. Sartorius CP64 

balance was used for weighing purpose. 

 

Chemical and Reagents: 1-Aminopyrene (1-AP) and 1-Pyrenecarboxaldehyde (1-PC) were obtained commercially from Sigma 

Aldrich chemical company and were used without further purification. HPLC grade methanol was used as a solvent for spectroscopic 

measurements. 

 

(a) 
(b) 

 

Molecular structure of 1-Aminopyrene (1-AP) (a) and 1-Pyrenecarboxaldehyde (1-PC) (b). 
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Software: UV Probe used for data recording. Further data treatment were performed by transferring the spectral data to OroginPro 8.5 

software and Microsoft Excel 2013 program and processing them with the standard curve fit. ChemDraw Pro 8.0 software used for 

further work. 

 

Methods 

Pure standards: 100 ppm stock standard solutions of 1-Aminopyrene (1-AP) and 1-Pyrenecarboxaldehyde (1-PC) were prepared in 

methanol. 

 

Working standard solutions: Working standard solutions of different concentrations of 1-Aminopyrene (1-AP) and 1-

Pyrenecarboxaldehyde (1-PC) were prepared by appropriate dilution of their respective stock solutions with methanol.  

 

Laboratory prepared mixtures: Synthetic mixtures of 1-Aminopyrene (1-AP) and 1-Pyrenecarboxaldehyde (1-PC) were prepared in 

methanol by using the stocks solutions.  

 

All the solutions were prepared freshly and protected from light. 

 

Determination of concentration: Zero order absorption spectrum of all standard solutions and their binary mixture were recorded 

against methanol as a blank over the range of 200–600 nm and then stored. For the determination of 1-AP concentration, the ratio 

spectra were obtained by dividing the absorption spectrum of the mixture by the absorption spectrum of a standard solution of 1-PC 

(amplitude by amplitude at the appropriate wavelength) and then differentiated in first order using differentiate function of Origin 

program. Calibration curve were obtained by plotting the ratio derivative values against their concentration at specified wavelength. 

The concentration of 1-AP was calculated from their respective regression equation. An analogous procedure was conducted for 

determination 1-PC concentration
47

. 

 

The recovery study was performed on the binary mixture by adding accurately weighed amounts of 1-AP and 1-PC to the excipient 

mixture and calculating the percentage recovery in each case by comparing measured and expected concentrations
48

. 

 

 
 

Results and discussion 

Zero order absorption spectra of 1-AP and 1-PC and their binary mixture were shown in Figure-1 that illustrates 1-AP and 1-PC have 

a high overlapping  spectra with absorption maxima at the wavelength of 358 nm and 363 nm respectively. 

 
Figure-1:Zero Order Spectra of 1-AP (1), 1-PC (2) and their binary mixture (3). 
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The ratio spectra were obtained as shown in Figure-2. The first derivative ratio spectra were obtained as shown in Figure-3. For the 

determination of 1-AP, the spectra of the mixture were firstly divided by the spectrum of 8ppm 1-PC standard solution. The derivative 

ratio spectra for the determination of 1-PC were obtained with the same procedure but using the spectrum of 8ppm 1-AP standard 

solution as the divisor. 

 

 

 
      (a)              (b) 

Figure-2:Ratio spectra of 1-AP (a) and 1-PC (b). 

 

 

 

 
 (a)       (b)     

Figure-3:First Derivative Ratio spectra of 1-AP (a) and 1-PC (b). 

 

Calibration curves as shown in Figure-4 were linear in the concentration range of 2-16 ppm for 1-AC and  2-10 ppm for 1-PC with 

regression coefficient of 0.981 and 0.987 indicating good linearity.  
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         (a)                  (b) 

Figure-4:Calibration graph of 1-AP at 358 nm (a) and 1-PC at 363 nm (b). 

 

Table-1:Calibration data and recovery data of 1-AC and 1-PC in binary mixtures by ratio first derivative spectrophotometry method. 

Analyte 

Working 

wavelength 

(nm) 

Linearity 

range 

(ppm) 

Regression 

equation 

Correlation 

coefficient 

Expected 

concentration(mg) 

Measured 

concentration(mg) 

Recovery 

(%) 

1-AP 432.5 2-16 
y=25.139x-

25.396 
0.981 

2.173 2.133 98.2 

4.346 4.32 99.4 

1-PC 437.5 2-10 
y=7.4067x-

1.6816 
0.987 

2.303 2.1 91.2 

4.606 4.24 92.1 

 

Table-1summarizes the linearity ranges and regression coefficients obtained from the calibration graphs by measuring the signals at 

specific wavelengths in the first derivative of the ratio spectra for 1-AP and 1-PC. Recovery studies were carried out to study the 

accuracy of the proposed method which shows that 98.2% and 99.4% recovery for 1-AP and 91.2% and 92.1% recovery for 1-PC 

respectively from laboratory prepared binary mixtures prepared by adding known amounts of 1-AP and 1-PC. 

 

Conclusion 

The ratio first derivative spectrophotometric method is simple and do not require sophisticated technique or instrument and is suitable 

for the compounds having zero order overlapping spectra. The experimental results of recovery studies were satisfactory. This 

proposed method is simple, sensitive, selective, rapid and more appropriate for determination of the concentrations of 1-AP and 1-PC 

from their binary mixture. This method has great promise for the simultaneous determination of two or more compounds present in 

mixtures and for the analysis of various colorants, cited drugs, without any prior separation, offering a practical potential for 

multicomponent analysis with its advantages of acceptable sensitivity and high selectivity. 
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Abstract 

The present study was carried out in upper catchment area of Kumari river basin, Purulia, West Bengal. The main aspiration 

of the study, to mapping the fluctuation of groundwater during pre and post monsoon in third order sub-basin of upper 

catchment of Kumari river basin. Survey of India topographic map, IRS P6 Satellite image (LISS IV MX), Well inventory data 

has been used during study and prepared different thematic map to show pre and post monsoon groundwater level 

fluctuation. Here 64 third order sub basin has been determined. The study revealed that groundwater scenario was 

drastically changed from pre monsoon to post monsoon. It was recommended that harvest the rainwater and artificially 

groundwater recharge to reduce the high fluctuation. Groundwater level fluctuation study helps to determine groundwater 

potential zone and also watershed management. 

 

Keywords: Groundwater, Pre Monsoon, post Monsoon, fluctuation. 

 

Introduction 

Groundwater is dynamic and replenishable natural resource, which is present in beneath the earth’s surface in soil pore spaces, but the 

scenario of hard rock environment is different
1
.There are occurrences of groundwater is confined in fractured and weathered rock

2
. 

Beneath the earth surface, upper surface of the saturation zone of water is called water table. Level of groundwater is an indicator of 

groundwater availability, groundwater flow and physical characteristics of an aquifer of groundwater system
3-4

. 

 

Over utilization and over exploitation of groundwater is a common fact in several parts of India
2
, consequently water scarcity is 

common scenario. Purulia is a water scare region of west Bengal
5
. Twenty block of the Purulia district is fall under drought prone 

region
5
. Our study has been carried out in the upper catchment of Kumari river basin, Purulia District, West Bengal. The study area 

laying on hard rock terrain
6
. According to Saraf and Choudhury 1998, “In India, 65 per cent of the total geographical area is covered 

by hard rock formations.” In hard rock terrain, occurrence and movement of groundwater in a watershed, mainly controlled by 

secondary porosity caused by fracturing of underlying rocks 
2
.In this area as per as laying in hard rock terrain so, groundwater is 

limited extent and its occurrence is essentially confined to fractured and weathered zones
1
. 

 

A number of researcher attempts water table fluctuation study on their delineation of groundwater potential zone
1, 2, 7, 8

or delineation of 

suitable sites for rainwater harvesting
9-16

. Because they want to ground truth validation of their result that means suitable potential 

zone. 

 

Here our main aim of this study is to mapping the fluctuation of groundwater during pre and post monsoon in third order sub-basin of 

upper catchment area Kumari river basin. 

 

If we know about groundwater fluctuation during pre and post monsoon, we will take proper management policies and we will do the 

work accordingly. This type of study will make simpler watershed management and more effectively. As our study area setting down 

in hard rock and water scare region, so this study will help the mark of groundwater potential zone or identify suitable sites for 

rainwater harvesting and rainwater harvesting is the best remedies to resolve the problem of water scarcity. 

 

Study area:The investigated area, upper catchment of Kumari river basin (a sub basin of Kangsabati river) spreading over an area 833 

square kilometer and situated in Purulia district, in the extreme western part of West Bengal (Figure-1) and little part in the northern 

side of East Singhbhum district. And this investigated area has been carried outin an area by longitude 86   9  42.46    E to 86  

31    13.68    E and latitude 22  52   13.7    N to 23   14  7.83    N. 
 

Materials and Methods 

For the fulfilment of aforesaid objectives, we have used topographic maps (Detail in table 1) on the scale 1: 50000. Topographic maps 

were rectified geographically and whole study area was delineated in GIS environment with the help of ArcGIS 10.2.1 software. Third 

order sub basin demarcated from topographical sheet after that updated from satellite image (LISS IV MX). 

mailto:surajitmodak@hotmail.com
mailto:ddas_kly@rediffmail.com


Emerging Trends of Physical Sciences  – Education & Research   19 

Ideal International E- Publication 

www.isca.co.in 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-1: Location map of the study area. 
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Table-1: Data Source. 

Data Source 

Topographical Sheet (73 I/4, I/8, I/12 and 73 J/1, J/5, J/9) scale 1: 50000) Survey of India, Kolkata 

Dug Well Data Collected from field visit 2017-2018 

LISS IV MX NRSC/ISRO, Hyderabad 

 

To find out the water table fluctuation, we have been used well inventory method
4
. The study periods, we have been divided into two 

season
1, 17

viz. pre-monsoons (March, April, May) and post-monsoon (November, December, January, February). The fluctuation study 

was carried out for the period of March 2017 to January 2018. We measured the depth of groundwater level in each well (Figure 3 & 

4), after that deducting the length of well height from the total height of the measuring point to the earth surface. We have been 

observed 80 wells on entire study area during post monsoon and 67 wells during pre-monsoon (see Figure-2 Flow chart). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-2: Flow chart of methodology (Modified after Modak and Das, 2018
18

). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-3:Measuring groundwater level depth at well. 
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Figure-4: Subtract the construction height above the surface. 

 

Results and Discussion 

The groundwater level depth data of upper catchment of Kumari river basin was represented in the graphically its variant during pre-

monsoon and post-monsoon season are represented in Figures-5 and 6. From the figure it could be seen that all wells have their 

extreme depth to groundwater level was attained during pre-monsoon season and minimum depth of groundwater level was attained 

during post-monsoon. From the figure it is revealed that, during pre-monsoon, the depth of groundwater level ranges between 2.2086 

meter to 11.2899 meter and during post monsoon it varies between 0.4048 meter to 9.4504 meter. This situation changes due to 

recharge by rainwater during monsoon time. From Figure-2, it is revealed that, during pre-monsoon, part of 11 & 12 nos. third order 

sub basins has highest depth, while part of 2, 8, 9, 10, 14, 34, 37 nos. third order sub basins have lowest depth. From the Figure-3, it is 

revealed that, during post monsoon part of 4, 11, 12, 17, 42, 47, 49 nos. have highest depth, while part of 9, 10, 43, 48, 52, 53 nos. 

third order basin has lowest depth. 
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Figure-5: Depth of groundwater level map on pre monsoon, 2017 
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Figure-6: Depth of groundwater level map on post monsoon, 2017-18. 
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Conclusion 

The study result illustrates that; groundwater scenario was drastically changed from pre monsoon to post monsoon. As the study area 

suffers from water scarcity and high fluctuation of groundwater, the existing water resource such as dug wells, ponds, tanks should be 

renovated protected for future use as well as artificial recharge should be practiced in large scale along with constructed the structure 

of rainwater harvesting like check dam, ‘nala’ bunds, percolation tank, farm ponds. This type of fluctuation study helps to identify the 

groundwater potential zone and in vast it helps to proper watershed management. 
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Abstract 

Emerging contaminants include biologically active compounds such as pharmaceuticals, pesticides, personal care and 

consumer products from domestic, agricultural and industrial origin which have been released in the environment. In current 

years all the emerging contaminants are of great concern due to their toxicity and chemical persistence in the environment. 

The extensive use of large number of pesticides have resulted increasing quantities of pesticide residues in soils and aquatic 

environments. Among them chlorpyrifos is one of the most widely used and frequently detected organophosphorusinsecticides 

all over the world in agricultural fields. It is highly toxicto freshwater fish, aquatic invertebrates, and estuarine organisms at 

low concentration and its adsorption in agricultural soils has received considerable attention nowadays. In the present study 

the adsorption of chlorpyrifos in an agricultural soil sample is investigated. The representative agricultural soil is collected 

from Murshidabad (24° 10' 5.1234" N, 88° 17' 28.0608" E). The characterization parameters of soil including moisture 

content, water holding capacity, texture, pH, organic carbon, hardness, chloride, alkalinity, phosphate and nitrate are 

estimated with the help of standard methods. Pesticide analyses are done by gas chromatography. Adsorption kinetics (time 

dependent) and correlation study between soil parameter & adsorption percentage are performed. 

 

Keywords: Adsorption, Agricultural soil, Organophosphorus pesticides, Kinetics. 

 

Introduction 

Wide application of xenobiotic substances like pharmaceuticals, synthetic fragrances, pesticides, drugs, personal care products etc. 

leads to the increasing concentrations of these substances in environmental matrices. Thus various newly synthesized and newly 

introduced compounds into the environment which pose contamination problems are termed as emerging contaminants (ECs).The 

presence of ECs in environment create immense contamination and serious health problems of animals and human being also
1
. The 

production and consumption of ECs have been increasing day by day in India
2
. Among these ECs the risks arising from extensive 

production of pesticides (such as herbicides, insecticides, fungicides, rodenticides etc.)for agricultural applications are a great 

environmental concern
3
. The pesticide deposits in soil leads to the unexpected uptake through plant roots, leaching to ground water, 

contamination of surface water during agricultural runoff etc. Many studies have reported that residual pesticides have been found also 

in organic agricultural products cultivated without pesticide use
4,5

. 

 

After phasing out of organochlorine (OCs) pesticides, organophosphorous (OPs) compounds are now widely used for insect control in 

agricultural practices. These compounds are also used in homes, gardens and veterinary practices for pest control. Several 

organophosphorous (OPs) pesticides are highly toxic and all can potentially cause acute and sub-acute toxicity
6
. 

 

One of the organophosphorous compounds commonly used is chlorpyrifos (O, O-Diethyl O-3, 5, 6-trichloropyridine-2-yl 

phosphorothioate), which is a broad-spectrum chlorinated organophosphate insecticide, nematicide, and acaricide used for pest control 

on various crops. It is available in a variety of formulations, under the trade names of dursban and lorsban. It is a degradable 

compound and despite its high toxicity, it is being increasingly used worldwide. Even after withdrawing chlorpyrifos products from 

indoor/outdoor domestic, garden, and industrial uses because of toxicity concerns in children, pets, wildlife, and the environment, its 

production and consumption are drastically increasing every year
7,8

. 

 
Molecular structure of chlorpyrifos. 

 

Table-1:The physical and chemical properties of chlorpyrifos. 

Name of 

Insecticide 

Melting point 

(°C) 

Molecular 

weight 

Vapour pressure  

(mPa at 25°C) 

Water Solubility  

(ppm at 25°C) 

Log Kow 

(at 25°C) 

Chlorpyrifos 41-43 350.6 3.35 2 4.98 

mailto:sommukh445@yahoo.co.in
mailto:somam580@gmail.com
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Because of its low water solubility and relatively high log Kow (Table-1), the adsorption of chlorpyrifos in agricultural soil will play a 

crucial role in determining its fate and transport in the environment. This adsorption process may influenced by the soil properties, 

chemical nature of the insecticide and also climatic factors. 

 

Literatures suggest that adsorption of pesticides to the soil is the most important factor in soil-pesticide interactions that affects their 

eco-toxicological impact, environmental mobility and the rate of degradation
9,10

.Thus, whether an insecticide will contaminate ground 

water or a nearby stream, become an air pollutant by volatilization into the atmosphere, or control the target pest will depend upon 

sorption phenomena in the soil. The adsorptionprocess of pesticide is influenced by several factors likeorganic matter content, soil 

texture, pH, temperature, etc.
9-12

.The physiochemical characteristics of soil as well as the chemical characteristics of the insecticide are 

both important factors of adsorption. The pesticide contamination of surface water and ground water is depends upon the adsorption of 

pesticides in soil. That’s why to protect water from this contamination, extensive knowledge regarding adsorption process in 

required
12

. Adsorption kinetic study is the major technique for directly measuring adsorption of insecticide in soils. It helps to 

establish the time required for pesticide adsorption to reach equilibrium in the soil systems
13

. 

 

In the present work adsorption kinetic study of chlorpyrifos on agricultural soil has been investigated to get rid of contamination 

problem. Also an attempt was made to understand the physiochemical properties of soil affecting the adsorption of chlorpyrifos in 

soil. 

 

Materials and methods 

Soil sample: Representative soil samples were collected by composite sampling from agricultural fields of two randomly selected 

Districts of West Bengal. Sample I is collected from Malda, here the selected agricultural field is situated near Mahananda riverbank. 

Sample II is collected from Murshidabad, here the selected agricultural field is situated away from Bhagirathi riverbank. The 

Geological coordinates of sampling sites are given in Table-2. 

 

Table-2: Location of sampling site. 

Sample No. Sampling Site Latitude Longitude 

Sample I Malda 24° 59' 48.52'' N 88° 8' 45.3289'' E 

Sample II Murshidabad 24° 10' 5.1234" N 88° 17' 28.0608" E 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-1:Location of sampling site. 

 

Sample Preparation: Soil sample was collected from the 10-15 cm depth of an agricultural field in air tight plastic bag. The collected 

sample was air dried, oven dried, grinded and passed through 2 mm sieve and stored in clear plastic bag. 

 

Physiochemical characterization of soil: The physiochemical characteristics of soil includes pH, texture, moisture content, water 

holding capacity, organic matter,  hardness, nitrate and phosphate. Soil pH was determined from soil water suspension in 1:5 ratio 

with the help ofpH meter. The organic carbon content of soil sample was determined by using Walkley and Black Rapid Titration 

method i.e. wet combustion method. Soil texture, soil moisture content, water holding capacity, hardness, nitrate and phosphate was 

estimated using standard methods. 
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Chemicals: Analytical grade Chlorpyrifos (purity 98%) was purchased from Sigma Aldrich. Other chemical reagents were purchased 

from Merck and solvents(HPLC grade) were purchased from SRL. The stock Chlorpyrifos solution was prepared in methanol (SRL - 

HPLC grade) and used for experiments after necessary dilutions with distilled water. All glassware used were supplied by Borosil, 

India. 

 

Adsorption Kinetic study: The adsorption kinetic study was carried out in batch mode using 250ml conical flask with 5gm soil 

sample and 100ml 35ppb pesticide solution. The study was conducted in triplicate on a shaker incubator (Thermo-scientific MaxQ 

6000) at 150rpm for a period of 24 h at room temperature (28 ± 2 ֯C). 5ml of sample is collected at time interval of 1, 2, 4, 8, 16 and 

24 h. The collected samples were extracted with n-hexane solution. Then the extracted samples were through anhydrous sodium 

sulphate to remove moisture content. Finally the extracted samples (Figures-2 and 3) were analyzed by gas chromatography (Thermo-

scientific Trace 1310) with electron capture detector (ECD). 

 

 
Figure-2:Sample I extract after adsorption at time interval of 1, 2, 4, 8, 16 and 24 h. 

 
Figure-3:Sample II extract after adsorption at time interval of 1, 2, 4, 8, 16 and 24 h. 

 

Analysis of chlorpyrifos:  The samples were analyzed using gas chromatography (Thermofisher Trace 1310) with electron capture 

detector (ECD) equipped with split/splitless capillary injection system and analytical capillary column. The operating conditions were 

as follows: The column was held initially at a temperature of 60 ֯C for 1min, then at 20 ֯C min
-1

 to 200 ֯C, followed by 15 ֯C min
-1

 to 290 

֯C and finally held at 290 ֯C for 3 min. The temperature of injector and detector were maintained at 220 ֯C and 300 ֯C respectively. 

Nitrogen was used as carrier gas at a flow rate of 1 ml/ min and injections were made in the split mode with a split ratio of 1:10. Total 

run is 18 min. Under this condition retention time of chlorpyrifos was 12.43 with 0.050 AN window. 

 

Results and discussion 

Adsorbent – physiochemical characterization: The physiochemical properties of two soil samples are shown in Table-3. 

 

Table-3:Physiochemical properties of soilsamples I and II. 

Parameters Sample I Sample II 

Physical Parameter 

Moisture content (%) 37.89 12.86 

Water holding capacity (%) 67.50 83 

Texture 

Course sand 0.95 0.65 

Silt 12.99 18.03 

Clay 69.27 48 

Fine sand 16.20 33.32 
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pH 7.47 7.57 

Chemical Parameter 

Organic Carbon (%) 1.297 0.059 

Organic Matter (%) 2.236 0.878 

Hardness (mg/100g) 14.10 1.603 

Chloride (mg/100g) 184.6 132.06 

Phosphate (mg/100g) 1.590 1.41 

Nitrate (mg/100g) 1.540 0.64 

 

Adsorption Kinetic Study: The adsorption kinetics of chlorpyrifos exhibited in soil samples were characterized by an initial rapid 

adsorption within 1h. The initial concentration of working aqueous solution of chlorpyrifos was 35 ppb. The amount of chlorpyrifos 

adsorbed by the soil sample I and sample II was measured at different time intervals of 1, 2, 4, 8, 16 and 24 h (Table-4 and Table-5). 

Chlorpyrifos adsorbed on to soil surface increases with increasing shaking time and eventually reached at constant at 8hours (Figure-4 

and 5) and remain in equilibrium condition upto 24 h. 

 

Table-4:Adsorption of chlorpyrifos in soil sample I at different time interval. 

Time (h) Initial Concentration (ppb) Final Concentration (ppb) % Adsorbed 

0 35 35 0 

1 35 6.848 80.43 

2 35 5.625 83.93 

4 35 3.707 89.41 

8 35 2.688 92.32 

16 35 2.688 92.32 

24 35 2.688 92.32 

 

 
Figure-4:Adsorption kinetics of chlorpyrifos adsorption on soil sample I. 
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Table-5:Adsorption of chlorpyrifos in soil sample II at different time interval. 

Time (h) Initial Concentration (ppb) Final Concentration (ppb) % Adsorbed 

0 35 35 0 

1 35 5.956 82.98 

2 35 4.824 86.217 

4 35 3.649 89.574 

8 35 2.286 93.469 

16 35 2.286 93.469 

24 35 2.286 93.469 

 

 

 
Figure-5:Adsorption kinetics of chlorpyrifos adsorption on soil sample II. 

 

It has been reported that the rate of adsorption of pesticides was insignificant after the short initial phase of rapid sorption. It could be 

due to limited soil surface for adsorption of the pesticide on to the soil particles. It is known that pesticides are often adsorbed to clay 

or organic matter constituents of soil at sites that are largely negatively charged
14-16

. Adsorption of chlorpyrifos in sample I and sample 

II after 8 hours of shaking was found to be 93.47 % and 92.32% respectively. In the present study, a rapid adsorption of chlorpyrifos 

was observed within 1 hour after onset of kinetic study. Thereafter the rate of adsorption was found to decrease gradually and attained 

an equilibrium within 8hours. The amount of chlorpyrifos adsorbed on the soil surface after 24 hours of shaking was found also 93.47 

% and 92.32 % of the initial solution concentration. 

 

Correlation study: A comparison between adsorption kinetics of these two soils revealed that the adsorption phenomenon in soil 

depends on physiochemical properties of the soil. It was observed that adsorption of chlorpyrifos on the soil has a positive correlation 

with moisture, water holding capacity, clay content, pH, organic carbon, organic matter, hardness, chloride, phosphate and nitrate. 

That means higher the content of moisture, clay, organic matter in the soil higher will be the adsorption of chlorpyrifos. Similarly, 

abundance of negative ions like chloride, phosphate and nitrate also found to positively influenced adsorption of chlorpyrifos. 

Correlation between adsorption of chlorpyrifos and soil physiochemical properties are shown in Table-6. 

 

Table-6:Correlation between adsorption of chlorpyrifos and soil physiochemical properties. 
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Conclusion 

The present work deals with the adsorption kinetics of chlorpyrifos and its correlation study with various physiochemical properties of 

the soil. From this study it can be concluded that the adsorption kinetics of chlorpyrifos in soil depends upon physiochemical 

properties of soil. Greater adsorption of chlorpyrifos has been found in soil sample I than sample II as sample I is richer in organic 

matter and clay content than sample II. The higher adsorption of chlorpyrifos in sample I suggests that adsorption of pesticide 

molecule in soil increases with increasing clay and organic matter content. 
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Abstract 

A large number of studies have been conducted on the applications of ionizing radiation for the betterment of crop 

improvement in agriculture. The aim is to provide the agricultural system with a better tool for crop improvement by utilizing 

the beneficial aspects of radiation stimulation. The use of ionizing radiation to stimulate the growth, germination, survival 

rates, increased yields, production of desirable mutant varieties and post-harvest storage is considered a safe, well proven 

process that has found many applications. Depending on the absorbed dose, various effects can be achieved resulting in 

increased production rates, development of mutant varieties or reducing the loss of post-harvest storage. In this paper we 

summarize the various application of ionizing radiation treatment on crops for the betterment of agriculture. 

 

Keywords: Ionizing radiation, radiation, stimulation, agriculture, exposure, dose. 

 

Introduction 

The ionizing radiation has several impacts on plants, ranging from low dose stimulation to harmful consequences at higher doses. 

Several works has been done on the effects of ionizing radiation by utilizing different kinds of ionizing radiations. There are a large 

number of reports in early literature working on the ionizing radiation effects on plants (Gunckel and Sparrow, 1954; Sparrow and 

Gunckel, 1956a; Gunckel, 1957; Rudolp, 1971). The reports suggest that the low doses have stimulatory effects on plant growth (Sax, 

1963). In some cases it has been manifested in early germination, earlier flowering, increased yield or rapid growth (Mei et al., 1994). 

Since then several works has been conducted on the different radiation exposure effects on diverse plants species (Killon and 

Constantin, 1974; Chauhan and Singh, 1980; Charbaji and Nabulshi, 1999; Chicea and Racuciu, 2007, 2008; Borzouei et al., 2010, 

Roy, 2015; 2016). 

 

The biological effect of ionizing radiation is ionization, which is the generation of ions. These ions can modify DNA, RNA and 

protein molecules by breaking of covalent bonds. They interact with atoms and molecules in cells to produce free radicals. These free 

radicals can react with almost all structural and functional organic molecules such as proteins, lipids and nucleic acids. They cause 

peroxidation of unsaturated fatty acids producing peroxyl and alkoxyl radicals, resulting in metabolic disturbances. These free radicals 

generated can either damage or modify the cellular compartments in plants and hence induces certain changes in plants. Damage may 

be caused to the genetic material and can induce chromosomal abnormalities or mutations. Antioxidants, peroxides and super oxides 

are generally involved in the compensatory mechanism against radiation stress. These changes includes modifications in hormone 

balance, protein synthesis, enzyme activities, water exchange and active transport, respiration and photosynthesis rate, antioxidant 

systems (Xiucher, 1994; Stoeva and Bineva, 2001). The diversity in the behavior of these dose response effects can be explained on 

the basis of different genetical damages and their repairing mechanisms. 

 

Application of radiation has revolutionized the area of research in agriculture and food science.  Ionizing radiation is used in modern 

agricultural practices as a tool to obtain better traits in plants. They have several usages in agriculture. They cause genetic variability 

that provides plant breeders with new genotypes having improved characteristics, such as increased yield, better quality, higher 

survival rates, salinity tolerance and disease resistance. The yield of several food crops have been reported to be increased through the 

radiation treatment. Several desirable traits are obtained in plants through the radiation treatment as physical mutagens. In addition 

they are also used to increase the period of post harvest storage by delayed germination or by pest eradication. Ionizing radiation is 

also found to decrease antinutritive substances such as phytic acid (Hania and El-Niely, 2007, Toledo et al., 2007; Roy, 2016) and 

hence enhance digestibility. 

 

The present work summarizes the different applications of ionizing radiation for crop improvement in agriculture. 

 

Different Applications of ionizing radiation in crop improvement 

Effects on germination and growth parameters: When the biological materials are exposed to ionizing radiation, it either acts 

directly on cell or indirectly by generating certain metabolites which then modifies the cell components. Ionizing radiation increases 

the enzymatic activation and hence affects plant growth. The stimulatory effects of ionizing radiation on germination is reported to be 

due activation of RNA or protein synthesis (Kuzin et.al.., 1975; 1976) or may be due to the elimination of germinating microbial 
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population (Gruner et.al.., 1992).  The low dose stimulatory effects are the results of changes in biochemical, physiological and 

hormonal properties (Rabie et al., 1996). These are manifested by accelerated cell proliferation, stimulated germination, higher 

survival rates, increased yields, earlier flowering, disease resistant and better adapted to different stress (Koepp and Kramer, 1981; 

Conter et al., 1986; Abo-Hegazi et.al.., 1988, Taguchi et al,. 1994; Kim et al., 1998; Chakravarty and Sen, 2001; Roy, 2015a; Roy 

2015b). 

 

The studies were conducted on germination rate and plant growth parameters to determine a suitable dose range which could be 

advantageous to plants in terms of increased growth, faster germination, higher survival rates, increased yields and other associated 

growth parameters. In almost all the studies it was found that the higher doses are inhibitory while lower ones were reported to be 

stimulatory for both angiosperms and gymnosperms (Saric et al.,1961; Taylor, 1968; Chauhan, 1978; Chauhan and Singh, 1980; 

Raghava and Raghava, 1989; Akhaury and Singh, 1993; Bhattacharya et.al., 2010; 2012). Ionizing radiation has also been found to be 

useful for the effective post harvest storage (Curzio and Croci, 1988; Stewart, 2001). The irradiation treatments are based on delayed 

sprouting, inhibition of germination or root shoot growth (Kawamura et al., 1992a, b; Qiongying et al., 1993; Zhu et al., 1993).  

 

Reduction of microbial contamination and effect on nutrient properties: Plant materials usually carry a great number of microbes, 

which makes them inadequate for use and affects the post harvest storage of food grains. Every year tones of food grains are lost in 

pathogenic infestations of pests. The chemical methods applied are prone to environmental problems and the toxic effect of chemical 

treatment affects the food quality. Food irradiation is usually recognized as an effective method for decontaminating microbes, since it 

can be easily and effectively applied to materials where other methods like exposure to high temperature cannot be applied. Use of 

ionizing irradiation especially gamma rays to control microbial growth in food crops has long been used. Several studies are 

conducted to find out the change in the nutritional properties, if any in these irradiated crops. The low dose irradiated crops are 

generally found to be in similar biochemical contents as the non irradiated ones. However higher dose of gamma irradiation is known 

to affect the protein by causing conformational changes, or rupturing of covalent bonds (Lee et al., 2005). Small loses in amino acid 

composition is sometimes found due to the formation of peptide bonds. Amino acid profile are affected based on its structure, sulphur 

containing and aromatic amino acids are most sensitive to radiation (Elias and Cohen, 1997; Matloubi et al, 2004; Wang and von 

Sonntage, 1991). Gamma rays causes breakage or cleavage of amylopectic chains resulting in decrease in amylase content (Wu, 

1986). 

 

In a study conducted by Bagi et al. (1988) on pea seedling the height was found shorter, while simultaneously the peroxidase activity 

was found higher in irradiated plants (15 to 300Gy) compared to control. Similar results are also obtained for glutathione peroxidase 

activity in corns and triacylglycerol content in nutmeg(Niyas et al., 2003).  In another work upto 100 Gy irradiation of gamma rays 

was found to have no affect on linoleic, palmitic, oleic, linolenic and fatty acid contents of garlic bulb (Kwon et al., 1988). 

 

However overall ionizing radiation is also found very useful in sterilization and food preservation without affecting the nutritional 

properties up to an exposure of 10 kGy (Who, 1994). 

 

Water Stress Management: The plants are exposed to several situations of environmental stresses such as drought, flood, soil 

salinity etc. these induces significant alterations in plant physiology, morphology and biochemistry. The most common symptom of 

these stress injury is the growth inhibition and reduced yield. Stress either in the form of drought or salinity causes water deficit either 

by unavailability of water or by restricting the use. It induces generation of reactive oxygen species, causing lipid peroxidation, protein 

degradation, enzyme inactivation, membrane injury and DNA disruption (Becana et.al., 1998). Water deficit is found to found to 

inhibit photosynthesis by causing harm to photosynthetic apparatus (Costa et.al., 1997). Water scarcity results stomatal closure and 

hence reduces carbon dioxide availability.  It modifies the enzyme activities, sugar and protein accumulation in plant (Gong et.al., 

2005). 

 

Ionizing radiations especially gamma rays have been proven crucial and economical to overcome the water stress response in plants. 

Low doses of gamma rays induce growth stimulation by increasing the antioxidative capacity of cells to overcome stress factors (Kim 

et. al, 2004). The gamma irradiated plants showed increase in photosynthesis due to improvement of leaf water balance. The 

accumulation of soluble sugars and free amino acids protects the cell inner condition of water stress by balancing the osmotic potential 

of cytosol with vacuole (Kerepeu and Galibal, 2000). The gamma irradiation promoted the accumulation of this osmoprotectants such 

as soluble sugars, protein and proline content and decreases the accumulation of MDA. 

 

An increase in chlorophyll a, b and total chlorophyll content was observed in Paulowinia tomentosa plants after gamma irradiation 

(Abu et.al., 2005). Similar reports were found by Khodary and Moussa, 2003 in dry seeds of Lupin. Positive results were obtained in 

increasing salinity tolerance in sunflower, banana and rice after treating with gamma rays (Omar et al., 1993) Bretaudeau and Traore 

(1990) found that the stimulation by 200-300 Gy stimulates environmental stress tolerance. 



Emerging Trends of Physical Sciences  – Education & Research   34 

Ideal International E- Publication 

www.isca.co.in 

Induction of mutation: In general mutation is defined as a sudden heritable change in the genetic material at the gene or chromosome 

level and a mutagen is a physical or chemical agent that results in mutation. The natural process of mutation is very slow, laborious 

and positive results are very scanty. Chemical mutagens are alkylating gents and azides and physical mutagens include 

electromagnetic radiations (γ, x, uv light) and particle radiation (α, β). Physical mutagens have been successfully used in plant 

breeding programs to generate desired traits. Radiation stimulation is used as a tool to increase genetic variability and to induce 

mutations including earlier germination, higher yield, early flowering, higher quality and better resistant to stress and diseases.  

Radiation treatment increases the mutation rate and specifies the desirable positive aspects. Many cultivars have been induced and 

officially released in the FAO/IAEAMVD. 

 

Several new mutant varieties are reported by radiation treatment (Mackey, 1954; Nayeem, 1999; Reddy and Viswanathan, 1999; 

Rehman et al., 1987; Javed et al., 2000). Gustaffson et al. (1971) has developed a mutant barley variety having beneficial characters 

such as high yielding, early maturity and higher protein content. Eight different mutant varieties have been developed from a single 

landrace of wheat “SHARBATI” by recurrent irradiation. 

 

Seedless is an important and desirable characteristic of fruit. Mutation induction with gamma rays has been efficient in producing the 

seedless varieties in several species of citrus. Several new mutant varieties were developed through gamma irradiation treatment in 

citrus fruits (Wu, 1986; Spiegel–Roy and Padova, 1973; Kukimura, 1976; Spiegel–Roy, 1985). Budwood irradiation in many citrus 

fruits has lead to production of new varieties (Bermejo et al., 2011). Five nearly seedless varieties were developed from 50 Gy gamma 

irradiated budwood (Micke, 1985). Citrus lemon when irradiated with 50-60 Gy of gamma rays produced a completely new seedless 

variety (Hearn, 1985). 

 

Conclusion 

Various desirable traits are obtained through ionizing radiation treatment and hence are quite efficient for crop improvement. Gamma 

radiation due to its high penetrating property and RBE is mostly preferred during seed irradiation treatment. This being a cheap, rapid 

and less laborious method has been successfully applied and achieved success in agricultural improvements. There application must be 

encouraged in future and further investigations need to be carried out to obtain other improved and desired traits in diverse plants 

varieties.  However considering the overall studies and results it can be assumed that in general the low dose have been  reported to be 

stimulant and higher dose is found to be inhibitory in effect. A low dose irradiation application has been successful in generating 

useful results without having lethal effects on plants. So it can be recommended that reasonably achievable low dose should be 

preferred while using ionizing radiation as a tool for obtaining positive response in crops. 
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Abstract 

Urban land use is mainly dominated by concrete buildings, roads etc. Such urban land cover absorbs more solar energy than 

other natural land cover. Emission of this energy in form of long wave radiation increases atmospheric temperature, and 

urban area became warmer than its rural surroundings, forming an Island of temperature over the urban area. This study is 

objective to understand the effect of urban land use on urban land surface temperature. Lucknow city has been taken as the 

study area.  Landsat 8 OLI/TIRS C1 Level-1 data has been used. Various indices, such as, Normalized difference vegetation 

index (NDVI), Normalized Difference Built-up Index (NDBI), Urban Land use map, has been created to understand the 

relation between land cover and land surface temperature (LST) variation over Lucknow city and its surrounding rural 

areas. Surface temperature and concentration of urban built-up land use have found in a positive relation, where NDVI and 

NDBI have found in a inverse relation. Increase of greenery is recommended as it can shrink the Urban Heat Island effect. 

 

Keyword(s): Urban heat Island, Land Surface Temperature, Lucknow, NDVI, NDBI. 

 

Introduction 

Built up area is the only dominating land use type of an urban area, such as, buildings, road etc. These concretes absorbs more solar 

radiation than natural land cover and traps in form of heat and radiate latter as long wave radiation of infrared
1,2

. Heat form Sun comes 

through electromagnetic radiation of different wavelength, such as visible light, ultra-violate, infrared, microwave etc
3
. Only 22.5% of 

incoming solar radiation can come directly on earth's surface, and mostly in form of visible light, consist of three colour,blue (0.4 μm 

to 0.5 μm), Green (0.5 μm to 0.6 μm) and Red (0.6 μm to 0.7 μm), according to their wavelength. The kinetic energy of 

electromagnetic wave transferred into heat energy, and makes the surface warm after absorption by surface, and thereafter it radiate in 

long electromagnetic wave, compared to the incoming solar radiation. All material, above temperature 273.15 K, radiates the absorbed 

heat in longer wave length called infrared (0.7 μm to 1.0 μm). This is broadly divided into two types, namely Reflected IR and 

Thermal IR. Within thermal IR, EMR of 8 μm to 14 μm are use to identify the thermal emissivity of an object. In Landsat imagery, 

band 10 (10.60 μm to 11.19 μm) and band 11 (11.50 μm to 12.51 μm) are used for thermal radiation 
4
. Study on the temperature of an 

area is helpful to understand the weather of an area 
5
 such microclimatic variation of urban heat island over urban area. Remote 

sensing is an advance tool that allows us to such analysis, along with observe the land use pattern of an area, and it also allows us to 

do various analysis of it
6
. 

 

Study area: Lucknow is the largest city of the district Lucknow, as well as the capital and headquarter of Uttarpradesh. Lucknow lays 

at the central part of Uttarpradesh. The city is situated at the bank of river Gomti, a tributary of the Ganga River. From North-Eastern 

side, the city is bounded by Barabanki district, Raebareli in South-East, Unnao in South and South-West, and hardor and sitapur in 

North. Geographically the city lays in between 26° 30' N to 27°10' N, and 80°30' E to 81°13' E. Approx elevation is 123 metres from 

MSL
7
. Geographical area of the city is near to 310 Sq. Km. Connectivity of the city has a great role on its development, as it situate at 

the junction of three important National Highway, NH-24, NH-27 and NH-30
7
. Road network has developed in a radial form in all 

directions of the city
8
.  The city Lucknow is also connected through a vast connectivity of railway network. Out of fourteen rail 

station, Lucknow Junction Railway Station at Charbag is the most important one
7
. The station operates by North-Eastern Railway. The 

city emerged as an urban agglomeration in1981. According to census 2011 provisional data, population density was 1815 per km
2
. 

According to census 2011, it is the eleventh most populous city and twelfth most Urban Agglomeration of the Country
7
. Total 

population of Lucknow is 4589838, among which, 66.21% people lives in urban area. Decadal growth of population is also higher in 

urban areas. Urban growth rate is 30.9%, where the growth rate of rural population is only 16.9% in last decade (2001-2011)
9
. The 

city has a huge importance as it has high GDP among all Indian cities. According to Assocham, the city ranks sixth among ten fastest 

growing job creating cities of India
7
. High level of connectivity, job opportunity, historical perspective, all have a significant role in 

the growth of this Urban Agglomeration. 
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Figure-1: Location of the study area. 

 

Objective: The main objective of the paper is to understand the effect of urban Land Use and vegetation coverage on Land Surface 

Temperature, in Lucknow city. 

 

Data required: Landsat OLI/TIRS C1 level 1 data of the study area has been downloaded from USGS-Earth explorer. The data 

acquired on 26
th

 June, 2017. Path no. of the data is 144, row, 41. Total 11 band ware downloaded. Band 2, 3, and 4 are visible bend, 

blue, green, and red respectively. 5
th

 bend is NIR bend, required to create NDVI. Bend 10 & 11 are the thermal bend, represents the 

two thermal window, 10.60-11.19 & 11.50-12.51 respectively. 

 

Methodology 

According to the objective of the study, Landsat OLI/TIRS C1 level data is the only required data. Various image analysis and indices 

has been prepared using remote sensing software. False colour composite (FCC) of the study area has been created using band 3, band 

4, and band 5 of Landsat OLI/TIRS C1 level 1 data to identify the urban land use. Where, NIR represents Red band, Red band 

represents Green, and Green represents blue in FCC. Normalized difference vegetation index (NDVI) is computed using Band 4 (Red) 

and Band 5 (NIR) to identify the condition of vegetation of the city, which is inversely related to urbanisation and Land Surface 

Temperature (LST) of an area. Normalisation formula has been used to compute NDVI using arc-gis software as follows, NDVI= 

(Red-NIR) / (Red+NIR). Normalised Difference Built-up Index (NDBI) is derived from Landsat 8 imagery, using NIR (band 5) and 

SWIR (band 6&7) data to extract the built-up features of the study area. Built-up features have more potential to capture heat from sun 

light and increases air temperature by radiation. NDBI= (SWIR-NIR) / (SWIR+NIR). A Built-up area extraction map has been 

prepared. Maximum likelihood classification with a EQUAL priori probability weighting at 0.025 reject function has been computed 

for extraction of built-up area. In Landsat 8 data, reflected thermal infrared is captured into band 10 (10.60 μm to 11.19 μm) and band 

11 (11.50 μm to 12.51 μm). Land surface temperature of the study area has been computed from band 10, 11 and computed NDVI 

through following steps, 
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Results and Discussions 

Standard False Colour Composite (Figure-2) has been created to identify the urban land cover of the study area. In this image, urban 

land use of built-up area is showing in bluish-green colour, which is (built-up material) originally recorded in red band of EMR. The 

central part of the image is under urban land use or consisting of built up area. A water body (River Gomti) is passing through the 

urban area. Urban density is higher in northern part of the city. Some heritage buildings and sculptures are lies in the central portion of 

the city, which has a discrete vegetation cover over it. 

 

In Figure-3, built-up area is extracted from the false colour composite (FCC) of the Lucknow city. Built-up area or urban land cover 

has been extracted using remote sensing tools. Maximum likelihood supervised classification process is used to prepare this map with 

equal Priori probability weighting at 0.025 reject function. In the image 2, urban built-up area is mainly found in the north-eastern part 

of the area. 37.75% of the area is under urban built-up area (computed through class-pixel number). Vegetation of an urban area 

decreases with the increasing urban land use. Thus, there is a strong negative co-relation between urban land use and presence of 

vegetation and its health. A Normalised Difference Vegetation Index (NDVI) is computed (Figure-4) using Red and NIR band of 

Landsat 8 data to identify the vegetation health and its coverage. Very low vegetation is observed in urban areas. As the urban land 

use increases, vegetation coverage and its condition decreases as the results of the urbanisation processes. Thus, NDVI is negatively 

related with the Land Surface Temperature (LST) of an urban area. To understand the relation between urban land use and its LST, a 

Normalised Difference Built-up index (NDBI) is computed (Figure-5) from SWIR and NIR. As SWIR is used to compute NDBI, heat 

reflectance characteristics of built-up area can be identified through it, and a strong positive correlation is observed between them. 

Reflectance of heat in form of radiation depends on the characteristics of the roof top material that has been used in built-up region. In 

some situation, there is some other material than concrete which emit more heat radiation than concrete. It results, more heat radiation 

is observed towards the fringe region of the city. NDBI is also showing very high value at the centre of the city, where lower NDVI is 

observed. Now it is an area to investigate, that how the urban land use and vegetation is related to Land Surface Temperature (LST) of 

an urban region. An LST map (Figure-6) has been created using band 10 and 11 of Landsat-8 for the study area. In this LST map, the 

range of temperature is 27.3021°C to 37.4076°C. Where High LST values are showing in in Red and Lower temperature is projected 

in Blue colour. Through visualisation it can be identified that there is a strong positive relation Between LST and NDBI of the study 

area. In the northern part of central urban area, built-up index and LST, both are showing high value, which is absent in the vegetative 

portion of the city, where both LST and NDBI is observed very low. This positive relation is also found in some other part of the 

imagery, especially in the fringe region, where rooftop materials of house have more potential to emit heat as SWIR radiation. In the 

other hand, an inversely proportional relation is observed between LST and NDVI of that same area. A few vegetative patches has 

been observed in the entire imagery, but the comparatively very low LST values has been observed in place with high NDVI values, 

which is an indicator of vegetation. Even in the central portion of the imagery, there is vegetative patches consist of urban greenery, 

observed significant change in LST over it, indicating the inverse relationship between NDVI and LST. To examine the impact of 

NDVI and NDBI on LST on the study area, correlation between NDVI & LST (Figure: 7), and NDBI & LST (Figure: 8) has been 

computed to understand the nature of relationship among the variables. The correlation is computed with the break values of the all 

three indices, classified into 10 classes. 

Landsat OLI/TIRS C1 level 1 data 

 

Image Analysis and Processing 
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NDVI 

NDBI 

CORRELATION 1 

Built-up Area Extraction 
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Conversion of Digital Number 
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Figure-2     Figure-3 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure-4     Figure-5 
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Figure-6 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-7              Figure-8  

R2 Linear = 

0.974 

R2 Linear = 

0.974 
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Linear regression is computed using statistical software, where, LST has taken as a dependable variable and NDVI & NDBI as 

independent variable (Table-1). 

 

Table-1: Variables Entered/Removed
a
 

Model Variables Entered Variables Removed Method 

1 NDBI
b
 . Enter 

2 NDVI
b
 . Enter 

a. Dependent Variable: LST 

b. All requested variables entered. 

 

From the model summery, (Table-2), the R square can be obtain, which explain the fitness of the model to the data. R square value for 

predictor a (NDBI) is 0.885, and for predictor b, which is NDVI, is 0.974. For the both predictors (NDBI & NDVI), a high R square 

value is observed. This is indicating a high fitness of the model to the data set. Respected Standard Error for predictor a & b is 

0.843710564 and 0.4302832458 respectively, is also low. 

 

Table-2: Model Summary. 

Model R R Square Adjusted R Square Std. Error of the Estimate 

1 .941
a
 .885 .871 .8437104564 

2 .987
b
 .974 .966 .4302832458 

a. Predictors: (Constant), NDBI 

b. Predictors: (Constant), NDBI, NDVI 

 

Table-3: Coefficients
a
 

Model 
Unstandardized Coefficients Standardized Coefficients 

t Sig. 
B Std. Error Beta 

1 
(Constant) 33.637 .280 

 
120.308 .000 

NDBI 10.473 1.334 .941 7.849 .000 

2 

(Constant) 35.534 .414 
 

85.728 .000 

NDBI 5.764 1.182 .518 4.878 .002 

NDVI -10.814 2.219 -.517 -4.874 .002 

 a. Dependent Variable: LST 

 

Table 4: Excluded Variables
a
 

Model Beta In t Sig. Partial Correlation 
Collinearity Statistics 

Tolerance 

1 NDVI -.517
b
 -4.874 .002 -.879 .332 

 
a. Dependent Variable: LST 

b. Predictors in the Model: (Constant), NDBI 

 

From Table-3 and 4, we can observe the coefficients of the variables in the regression. Standardised coefficient (Beta) for model a, 

explaining the correlation coefficient for NDBI, is 0.941, showing a very high positive correlation between NDBI and LST. It is 

indicating, Land Surface Temperature (LST) of this city is highly affected by its built up surface. In table 4, Correlation between LST 
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and NDVI is described as an excluded variable with tolerance of 0.332. In this model, partial correlation between LST and NDVI is -

0.879. It is Indicating a highly negative relation among them. 

 

Conclusion 

From the above discussion, it can be say that, vegetation cover reduce the effect of heat radiation coming from sun. From the above 

discussion, we found NDVI in a negative relation with urban land surface temperature. It helps us to understand the potentiality of 

vegetation cover to check the temperature increase. In the other hand, it has been found that temperature is higher, where proportion of 

built up area is higher. And NDBI is also positively related in the statistical analysis. After this observation, it can be concluded that, 

urban built up land use helps to increase city temperature and vegetation cover helps to reduce this heat effect. Increase of urban 

greenery is recommended in the Lucknow city to reduce the urban heat island effect over the city. 
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Introduction 

The phenomenon of Fluid flow separation is associated with a number of Fluid Flow Problems faced in real life situation nowadays. 

To understand these types of flow problems, even under the assumption of the incompressible viscous flow, is quiet a difficult task. 

The complexity lies on the wide variety of laminar separated flows depending on the body shape, several low and high Reynolds 

number, surface roughness, transition, etc. Several attempts have been made to solve the complete unsteady Navier–Stokes equations 

for low Reynolds number Laminar flow problems using a variety of formulations. Among them, the vorticity-stream function and 

pressure–velocity formulations are widely used. 

 

In the present investigation, a type of steady–state incompressible laminar flow problem in a lid-driven unit square cavity has been 

studied, which deals with different low and high Reynolds numbers. For solving this type of problems, attempts have been made to 

predict the flow characteristics in a uniform laminar cavity of unit square area by solving the full time dependent, two–dimensional 

Navier–Stokes equations in primitive variable formulations. 

 

In this study, the flow patterns, flow separations (using the upper and lower wall vorticity lines) are observed for different Re. 

Through the Tables, the comparison of different schemes, mentioned in Peyret and Taylor (1982) with the present scheme is shown ; 

as well as the effects of Reynolds numbers on the average vorticity, stream-functions, u-velocity at the centerline, points of flow 

separation on the lower and upper walls, iteration number, etc. are studied here. 

 

Governing equations 

In the Cartesian co-ordinate system, the fundamental equations that govern the unsteady two–dimensional incompressible flow of a 

Newtonian fluid, having no body forces and with some constant properties, in their conservative form are as follows: 

 

The continuity equation:
y

v

x

u
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The u – momentum equation: 
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and the v – momentum equation:    
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where, u and v be the velocity components in the x and y – directions, and p be the pressure; ρ = density of the fluid, μ = coefficient of 

viscosity, respectively. 

 

The above linear quantities can be non–dimensionalised with respect to the height (L) of the cavity; the velocity components are 

normalized with respect to the velocity of the upper wall boundary (U) and the pressure (p) with respect to ρ.U
2
 .Thus, the non – 

dimensional form of the above equations are as follows: 

 

The continuity equation: 
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The u – momentum equation: 
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and, the v – momentum equation:      
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where, Re  = U.L.ρ/μ. 

 

Initial and Boundary Conditions 

The initial condition is that there is no flow initially inside the flow domain (unit square cavity), while on the other hand, there is some 

specified form of velocity at the upper wall boundary of the cavity. This, physically, represents that the flow is initiated by the motion 

of the upper boundary wall of the unit square cavity. 

 

Because of the elliptic nature of the equations, the boundary conditions surrounding the prescribed domain should be specified. Here, 

the velocity components (u,v) are specified .The pressure field is obtained from the velocity components at the boundaries. Here, in 

this study, the velocity components (u,v) are zero on the left, right and bottom walls of the unit square cavity and on the upper wall 

boundary, the v-velocity is zero and the u-velocity is given by  u(x) = - 16.x
2
.(1-x)

2
,  0≤ x ≤ 1. 

 

Method of Solution 

Mathematical Formulations: The convective terms of the momentum equations are discretised applying the two methods, mentioned 

earlier, and the diffusive terms are discretised using second order accurate 3–point central difference formulation in both the cases. 

The time derivative terms are discretised according to the first order accurate 2–level forward time difference formulations. 

 

The difference equations representing the continuity equation in the uniform grid - spacing, for a typical cell 

( i,j ) is given by, 

0
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The finite difference equations approximating the momentum equations in the finite difference formulation for the uniform grid – 

spacing, are 
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in the x – direction,  and  
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where,     
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in the y – direction. 

 

The constant coefficient ‘α’ in the above expressions gives the desired amount of upstream or donor cell differencing. That is, when α 

is zero, these difference equations are centered in space and correspond to the original MAC–formulation (Harlow and Welch, 1965). 

Those centered equations are numerically unstable and normally require some viscosity terms to be stable. When α is equal to unity, 

the equations reduce to the full upstream or donor cell form, which is conditionally stable. 

 

The present algorithm involves the Poisson equation of pressure in order to model the elliptic nature of the pressure field in a suitable 

manner. This pressure Poisson equation can be derived either by differentiation and followed by the addition of the momentum 

equations or by combining the discretised form of the continuity and momentum equations as mentioned previously. The final 

expression of the pressure Poisson equation in case of uniform grid is given here as follows: 
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Derivation of the pressure Poisson equation: Basic algorithm for the solution of this equation is due to Young (1954), who 

developed this method by applying the Successive Over Relaxation (S.O.R) method. But, the method which is being used here to 

solve the equation is a faster one, namely, Bi–CG-Stab method. It is an iterative method and some initial specified values of the 

parameters are to be provided. This is done by providing the results of the previous time step. Thus, after rearranging the pressure 

Poisson equation, it becomes 
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and,      
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where ij
nD  is called the divergence of the velocity–field at the cell (i,j) at n

th
 time level, which is minimized to zero for the 

convergence of the flow in successive iterations of the method. 

 

Present algorithm: In the derivation of the pressure Poisson equation, the divergence term at n-th time level ( ji
nD , ) is retained and 

evaluated in the pressure Poisson iteration. This is done because due to incompatible specified initial and boundary conditions, this 

term is not guaranteed to be zero. But, the divergence term at the (n+1)
th

 time level ( ji
nD ,

1
) is set to be equal to zero. With this 

incorporation the pressure Poisson equation becomes independent of the (n+1)
th

 time level’s velocity field. On the other hand, it may 
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induce some inaccuracy which may be kept limited to a lower extent by reducing the convergence criteria for the pressure Poisson 

equation which generally takes more Bi–CG-Stab - iterations to converge. 

 

To reduce the calculation time for each cycle, the number of iterations in the above said scheme has been kept limited to a minimum 

number of iterations, or the stability criteria (steady-state) has been induced, i.e. the terms 
t

v
and

t

u








 have to be minimized to zero 

or less than some very small number in absolute sense. 

 

The 2
nd

 stage starts with computing the divergence of velocity field (
y
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) for each cell. If it is found to be greater than some 

prescribing very small limiting value in absolute sense, the velocity components are corrected for each cell using the pressure terms in 

the flow field for the next time level. 

 

Numerical stability criteria 

To make the numerical scheme accurate, effective and at the same time numerically stable, certain restrictions must be followed in 

defining the mesh–size δx, δy and δt. Moreover, for the present finite difference scheme (FDM), the combination factor α is also 

limited by restrictions. After discretizing the flow domain depending on the problem on the study, the time step is determined. It is 

governed by two restrictions. 

 

Firstly, material cannot move through more than one cell in one time step. Therefore, the time – increment must satisfy the following 

inequality condition:     
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And, the momentum must not diffuse more than one cell approximately in a singe time step. From the linear stability analysis, this 

limitation implies:  
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The time step actually used in the computations is determined from the relation: 

δt = FCT . [ Min ( δt1, δt2 )],    where the factor FCT takes values from 0.2 to 0.4. 

 

As earlier mentioned, for the present illustrated finite difference formulation, there is another parameter which is very much needed to 

ensure the stability of the scheme. This parameter is α, the combination factor of two finite difference schemes. The proper choice of 

this parameter α, is governed by the inequality condition mentioned below: 
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And, α is taken approximately 1.2 – times larger than what is found from the above inequality condition. 

 

Results and discussion 

In this study, numerical results have been obtained for two-dimensional laminar flow in unit square cavity different Reynolds numbers 

(Re=10, 100, 400, 800, 1200, 2000) which are illustrated through several tables and figures. 

 

Table-1 shows the comparison of the unit square cavity flow predictions of different schemes, as mentioned in Peyret and Taylor 

(1982), with the present scheme. This includes the comparison of the stream function ψ (max. value), averaged value of the vorticity 

on the upper wall of the cavity ( 
1

0

)1,( dxx ) and the maximum u – velocity at x = 0.5). The results obtained in this work agree well 

with the available results in Peyret and Taylor (1982) as evidenced in Table-1. This shows that the present scheme is correct. Table-2 

illustrates the effect of Re on the averaged value of the vorticity on the upper wall of the unit square cavity. We observe that the value 
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of averaged vorticity increases with Re. Table-3 shows the effect of Re on the stream function ψ. The maximum value of ψ is 

compared for different Re. The max. of ψ decreases slightly with the Re and the points (x,y) where ψ is maximum, come closer to the 

middle of the unit square cavity. Table-4 shows the effect of Re on the processing time of the computational program written in 

FORTRAN-90 programming language and on the number of iterations of the program. It indicates that the higher Re increases the 

complicacy of the computational process by taking more time and iteration to get the steady-state and divergence criteria satisfied. 

Table-5 shows the separation of the flow at different Re on the lower wall of the unit square cavity. It indicates that the flow separates 

at two different points on the lower boundary(y = 0) nearer to the left and the right walls respectively. The points also move towards 

the middle of the lower boundary. Whereas, in case of the upper wall flow separation, flow separates at two different points for Re = 

10,100; but the flow separates only at a single point on the upper wall for Re=400,1200, 2000. 

 

The Schematic diagram is shown in the Figure-1, which illustrates the two-dimensional geometry of the unit square cavity with 

specified boundary conditions: (u=0, v=0) at the left, right and bottom wall boundaries and ( u(x) = -16x
2
(1-x)

2
, v = 0 ) at the upper 

wall boundary. The upper wall vorticity lines for different Reynolds numbers are shown in the Figure-2. The point on the upper wall 

boundary where the vorticity vanishes indicates the points of separations. From this figure, it is observed that the flow separates at one 

point on the upper wall of the unit square cavity ; whereas, in case of lower wall vorticity lines, we observe that the flow separates at 

two different points on the lower wall as shown in the Figure-3. From both the figures, it is evident that the points of separations move 

towards the middle of the upper and lower wall boundaries of the cavity and the length of flow separation decreases with the increase 

of Re. The Figure-4 illustrates the behavior of the u-velocity at the centerline (x = 0.5). And, it is observed that u-velocity is positive in 

the right hand side of the centerline (x = 0.5) and gradually becomes negative in the left hand side of the centerline. The points, where 

u-velocity vanishes, shifts towards the bottom wall of the unit square cavity as Re increases. The behavior of the vertical v-velocity is 

also investigated at the centerline (y = 0.5), shown in the Figure-5. The patterns of the streamlines and constant vorticity lines are 

shown in different figures (from Figure-6 to 13) for low and high Reynolds numbers. Figure-6 shows the streamlines corresponding to 

ψ = 0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07 and 0.08. Those streamlines shift towards the left - upper corner of the unit square cavity 

as Re increases, shown in Figure-7, 8, 9 respectively. The constant vorticity lines at the Figure-10 indicate that the vorticity expands 

towards the upper wall of the unit square cavity. Other figures consisting of iso-vorticity lines, as shown in Figure-11, 12 and 13 also 

agree with the first one and it can be decided that the lines moves towards the left upper corner of the cavity and the density of those 

iso-vorticity lines increases adjacent to the upper wall.  
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Table-1:Comparisonof various schemes for laminar cavity flow predictions(for Re = 400, δx = δy = 1/20) 

Sl.no Scheme
 

a

yx
yxMax ),(

,
  

1

0

)1,( dxx  ),5.0( yuMax
y

 

1. Run – 1
b 

0.0632 7.62 0.132 

2. Run – 7
b 

0.0718 7.55 0.173 

3. Run – 8
b 

0.0677 7.35 0.141 

4. Present scheme 0.0689 7.23 0.161 

a
Obtained for x = 0.35, y = 0.75 (Run –1); x = 0.35, y = 0.70 (Run – 8); x = 0.40,y = 0.65 (Runs –7); x = 0.40, y = 0.60 ( Present 

scheme). 
b
Peyret and Taylor (1982) , page no. 202. 
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Table-2: Effect of Reynolds numbers on averaged value of  vorticity 

Sl. No Reynolds no. 
1

0

)1,( dxx (averaged vorticity) 

1. 10 4.2842 

2. 100 4.9875 

3. 400 7.6846 

4. 1200 11.6767 

5. 2000 14.2606 

 

Table-3: Effects of Reynolds numbers on the Stream function: ( Ψ )max 

Sl.no Reynolds no. Ψmax x y 

1. 10 0.08295 0.475 0.775 

2. 100 0.08217 0.4 0.75 

3. 400 0.07900 0.4 0.625 

4. 1200 0.07026 0.45 0.55 

5. 2000 0.06360 0.45 0.55 

 

Table-4: Effect of Reynolds numbers on the iteration no. and time(for 40×40 grid -points). 

Sl.no Reynolds no. No. of iterations Real time CPU time 

1. 10 5337 1: 22.63 1: 24.71 

2. 100 5032 1: 08.71 1: 10.51 

3. 400 7105 1: 33.76 1: 36.50 

4. 1200 11508 2: 08.47 2: 12.25 

5. 2000 13749 2: 23.96 2: 28.34 

 

Table-5: Effect of Reynolds number on the flow separation at lower and upper wallsin unit square cavity (for 40×40-grid points) 

Flow separation at different points 

Sl. No Re Lower wall (x) Upper wall (x) 

1. 10 0.08, 0.92 0.06, 0.95 

2. 100 0.15. 0.92 0.25, 0.98 

3. 400 0.21, 0.89 0.31,   
a
X 

4. 1200 0.26, 0.79 0.27,    
a
X 

5. 2000 0.26, 0.75 0.25,    
a
X 

Note:
    a

X – No separation on the upper wall (near the right wall boundary). 
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Figure-1:A schematic diagram of the unit square cavity. 

 

 
Figure-2:Distribution of upper wall vorticity for Re= 10,100,400,800,1200,2000. 

 

 
Figure-3:Distribution of lower wall vorticity for Re= 10,100,400,800,1200,2000. 
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Figure-4:u-velocity on the line x=0.5 for Re= 10,100,400,800,1200,2000. 

 

 
Figure-5:u-velocity on the line x=0.5 for Re= 10,100,400,800,1200,2000. 

 
Figure-6:Streamlines for laminar flow in the cavity, Re = 10. 
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Figure-7:Streamlines for laminar flow in the cavity, Re = 400. 

 

 
Figure-8:Streamlines for laminar flow in the cavity, Re = 1200. 

 

 
Figure-9:Streamlines for laminar flow in the cavity, Re = 2000. 

 

 
Figure-10:Constant-vorticity lines in the cavity, Re= 10. 
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Figure-11:Constant-vorticity lines in the cavity, Re= 400. 

 

 
Figure-12:Constant-vorticity lines in the cavity, Re= 1200. 

 

 
Figure-13:Constant-vorticity lines in the cavity, Re= 2000. 
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Introduction 

Derivative technique of spectrophotometry is applied as a powerful tool in the quantitative analysis of multi-component mixtures. 

Derivatization of a zero order spectrum gives the maxima and minima of the original function into zero values, and the inflections are 

converted into maxima or minima, respectively. The formed derivative spectrum (DS) is well-organized, enhance the signal and 

resolve the overlapped peak-signals. Differentiating of a spectrum of closely adjacent peaks and weak peaks in zero order spectra are 

masked by sharp peaks
1
. As per Lambert Beer’s law, the absorbance of a mixture at any wavelength is equal to the summation of the 

absorbance of each component at that wavelength, which depends on the concentration and the extinction co-efficient of each 

component in multicomponent samples. In the first order DS, the rate of change of absorbance spectra against wavelength is directly 

proportional to the concentration at each wavelength. This technique with some statistical investigation such as interactive target 

factor analysis, principal component analysis regression, partial least square, principal component-radial basis function-artificial 

neutral network, multivariate curve resolution has been applied as a robust and suitable option to resolve the problem
2
. Hence, DS 

have been successfully applied in the multicomponent analysis, determination of reaction equilibria, calculation of physico-chemical 

constant, investigation of reaction kinetics; etc.One of the most advantageous applications of DS technique is measurement of 

unknown concentration of multi-component mixture of dyes in the field of environmental chemistry in connection to the sequestration 

of dyes from localized polluted environment
3
. 

 

Dyes are widely used in several industrial sectors viz. paints, beverages, food and pharmaceutical etc. and research laboratories also. A 

little information is recorded about the simultaneous removal of multicomponent dyes compared with removal of single component of 

different dyes in the literature
2,3

.Overlapping between spectra of dyes and presence of light scattering particle as impurities as well as 

solubility of some dyes generate noise in the zero order spectrum. Brilliant green (BG) and eosin (ESN) are very common dyes used in 

several sectors including medical research field for biological staining cells. Eosin, red acid dyes of the xanthene group, frequently 

used in textile dyeing and ink manufacturing. It is applied as marker in the paper industry and also used in the cosmetic industry. On 

the other hand, Brilliant green (BG), a well-known cationic dye, is applied as dermatological agent, veterinary medicine, an additive to 

poultry feed to inhibit propagation of mold, intestinal parasites and fungus. In textile industries brilliant green is enormously applied 

for dying of wool and silk fibers
4
.From the literature survey it is concluded that several methods (electrocoagulation, adsorption etc.) 

were applied for simultaneous removal of two dyes
5,6

.The prime objective of this work is to develop a simple and accurate 

spectrophotometric method for simultaneous determination of BG and ESN in a two-component mixture without prior separation. 

 

Background: Derivative spectrophotometry techniques consist of computing and plotting of mathematical derivatives against a 

normal absorbance spectrum and it measures the rate of absorbance change as a function of wavelength
7
. A mixture of two 

compounds (X and Y) obeying Beer’s law over the whole wavelength range used and if the path length is 1cm, the absorption 

spectrum of the binary mixture (X and Y) can be written in form of the following equation: 

 

     (1) 

 

Where, Am, λi is the absorbance of the mixture at wavelength λi and αX, λi&βY, λi are the absorptivities at λi for X and Y, respectively. 

Then the above equation is divided by βY, λi CY
0
 corresponding to the spectrum of a standard solution of component Y in the binary 

mixture, the ratio spectrum is obtained 

 

   (2) 

 

The ratio of βY, λi CY to βY, λi CY
0
 is equal to a constant with respect to λ, in a certain region or point of wavelength:  

 

    (3) 
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If the first derivative of Eq. (3) is taken, since the derivative of a constant is zero, Eq. (4) would be obtained and this is mathematical 

foundation of multi-component analysis: 

   (4) 

 

Materials and Methods 

The dyes, Brilliant green (BG) and Eosin (ESN) of analytical grade, are purchased from HiMedia Laboratories Pvt. Ltd., Mumbai, 

India. Both are used without further purification. 

 

Instrumentation: UV-visible zero and first order derivative spectra of the desired concentrations were recorded on double beam UV–

visible spectrophotometer of Shimadzu using 10 mm path length quartz cells with fixed slit width and scan range of 250–700 nm. 

 

Preparation of standard and sample solutions: Stock solution of 1000 ppm of brilliant green and eosin were prepared in Millipore 

water for first order derivative spectrophotometric analysis. The standard solutions were prepared by dilution of the stock solution 

with millipore water in a concentration range of 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 ppm with millipore water for first order derivative 

spectrophotometric methods. The binary mixture of BG and ESN is prepared by mixing of 5 ppm strength of each solution. Millipore 

water was used as a blank solution. A zero order and first order derivative spectra of an unknown mixed solution of BG and ESN are 

recorded also.   

 

 
Figure-1: Zero order spectra of eosin and brilliant green. 

 

 
Figure-2: Zero order spectra of mixture of eosin and brilliant green (unknown). 



Emerging Trends of Physical Sciences  – Education & Research   57 

Ideal International E- Publication 

www.isca.co.in 

Results and Discussion 

The UV-visible spectra of zero order spectra are scanned in the range of 600 nm to 250 nm for eosin and 700 nm to 250 nm for 

brilliant green respectively. In the derivative ratio spectra method, a standard divisor is selected to minimize experimental error and 

background noise. For the determination of unknown concentration of ESN, the spectra at increasing concentration in water were 

divided (amplitude by amplitude at appropriate wavelength) by previously stored absorption spectrum of a well-selected standard 

solution of BG (5 ppm) to obtain the corresponding ratio spectra.  

 

 
Figure-3: Ratio spectra of (a) Eosin and (b) Brilliant green. 

 

Then the first derivative of the obtained ratio spectra was traced by the Origin Pro software. The same procedure is followed for 

determination of unknown concentration of BG, selecting eosin (5 ppm) as divisor. The first order derivative spectra for brilliant green 

were recorded at the wavelength of 616nm (max) and 645nm (min). For eosin first order derivative spectra were taken at the 

wavelength of 474nm (max) and 521nm (min). Then the absorbance values at the fixed wavelength are plotted against the 

concentration to get the standard graph.  The regression equation of calibration curves is obtained and the regression analysis is done 

for the slope, intercept and correlation coefficient values. Correlation regression coefficient values lies in between 0.99.The regression 

equations with the estimated concentration of unknown mixture is furnished in the below Table-1. 

 

 
Figure-4: Ratio first order derivative spectra of (a) brilliant green and (b) mixture of brilliant green and eosin of unknown 

concentration. 

 
Figure-5: Standard calibration graph of (a) Brilliant green and (b) Eosin. 
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Table-1: Estimation of unknown concentration of BG and ESN. 

 
 

Conclusion 

The results obtained from the ratio spectra derivative spectrophotometric method reveal that the proposed method is effective for 

resolving binary mixtures and suitable for the simultaneous spetrophotmetric determination of brilliant green and eosin in aqueous 

phase. The developed methods are simple, rapid and selective for the simultaneous determination of binary mixture of two dyes, 

having the advantages of minimal data processing. Therefore, simple, fast and reliable spectrophotometric methods were developed 

for the easy and routine determination of concentration of brilliant green and eosin from binary mixture. 
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Abstract 

The unbridled use of chemical fertilizers and pesticides in agriculture sector poses severe environmental and health hazards. 

The use of pesticides and fertilizers helps to considerably decrease crop diseases, reduce crop losses and result in better 

yield. Nevertheless, their unfavorable effects on environmental quality and human health have frequently been reported and 

well documented. Pesticides mismanagement starts locally but very soon spreads globally with universal dimensions. The 

present study is carried out in Egra, Purba Midnapur, W.B, India to ascertain the variety of pesticides that are used in the 

agriculture sector and their probable impact on the health of farmers. The present study revealed that many farmers use high 

to extremely hazardous pesticides like Organo chlorides, Organophosphates and Carbamates. Various diseases and 

physiological disorders were observed among the farmers. The relative risk (RR) is also found to be high. Lack of adoption of 

adequate protective measures were noticed which increased the declining state of the health of farmers in the region. 

 

Keywords: Pesticides, Fertilizers, Environmental Impacts, relative risk, agriculture. 

 

Introduction 

India is an agriculture based country. Despite that every year huge amounts of valued crop is lost due to pathogens and pests attack. 

Pesticide are applied to increase the crop production and to reduce the crop loss after storage (Gupta, 2004).  Proper usage and 

application of pesticides has resulted in reduction of crop loss and has increased its productivity. However the problem arises when the 

pesticides are applied indiscriminately. Exposure to pesticides both occupationally and environmentally can result in serious health 

hazards among the farmers. In addition, inappropriate and excessive applications, lack of proper storage and adopting inadequate 

protective measures frequently results in harmful health hazards in exposed farmers. Pesticides being non biodegradable enter the food 

chain and hence affect human health indirectly. There is both direct and indirect relationship between exposure of pesticide use and 

health hazards (Kishi et.al., 1995; Conway, 1984; Galloway et. al., 1987; Leiss and Savitz, 1995; Colborn, 1996; Arbuekal et al., 

1998). 

 

The farmers are directly exposed to pesticides while application and have both long term chronic and short term acute effects (Forget, 

1991; Rola et.al., 1993; Wilson, 2002; Dasgupta, 2005; Roy, 2016). There are very few case studies based on the farmer’s self-

reported symptoms of pesticides health hazards. The present study is dedicated to understand the direct impact of pesticide 

applications on the health of farmers. 

 

Methodology 

Study area: The study is carried out among the agricultural communities of Egra, Purba Midnapur, West Bengal, India.  

 

Data Collection: This study is based on the primary data. The primary data was collected through a personal interview for the 

agricultural year 2016-2017. Data were collected by interview based on a well prepared questionnaire to find out the details of the 

time duration, type and nature of pesticides, exposure, protection taken, signs and symptoms of illness, medical history along with the 

detailed demographic distribution. A total of 500 farmers, engaged in the application of pesticides were interviewed. 

 

Relative Risk: The relative risk is the probability that a member of an exposed group will develop a disease relative to the unexposed 

group. The relative risk is calculated to observe the probability of developing a disease in exposed group compared to the unexposed 

ones (Roy, 2016). 

 

Relative Risk (RR) = % (exposed group)/ % (unexposed group). 

 

Results and Discussions 

The farmers surveyed in this study area found to have educational qualification mostly below matric (52.5%), secondary and higher 

secondary levels are found to be 22% and 12%, graduates are found to be very less in number (5%), and around 3% farmers are found 

to be illiterate. Regarding storage of pesticides most widely used storage is the cowshed while some also stores pesticides in the 
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kitchen (Table-1). A variety of pesticides under different trade names belonging to different chemical groups were reported to be used, 

some of which were carcinogenic. 

 

Table-1:Storage of Pesticides. 

Type of Storage Percentage of farmers (%) 

Cow shed 57 

Store Room 41 

Kitchen 2 

 

Application of pesticides requires the use of appropriate protective measures and equipments, like the use of gloves, masks, aprons 

etc. it was found that most of the farmers in the study area uses masks and aprons, no other protective measure is found to be used by 

the farmers. They mix the pesticides with bare hands. A great many farmers were seen smoking chewing tobacco during pesticides 

applications. 

 

The health effect of pesticide application on the farmers is analysed through the questionnaire. They were asked whether they were 

facing any symptoms and problems during or immediately after the application of pesticides. Several health hazards are reported by 

the farmer’s headache (16.6%), skin diseases (18.8%), Nausea and respiratory problems (5%) and muscle cramps (2%). The relative 

risk is calculated to determine the probability of determining the risk among the sprayers compared to non sprayers. Among the 

farmers higher relative risk was observed in headache, skin diseases, respiratory problems, cough, burning/stinging/ itching  sensation 

of eyes (RR = ≥ 1.5) (Table-2). 

 

Table-2:Effect of Pesticide on users Health of Farmers. 

Health Hazards Sprayers Percentage (%) Non sprayers Percentage (%) Relative Risk (R.R) 

Burning sensations 91 18.2 15 3 6.07 

Cough 74 14.8 13 2.6 5.69 

Headache 83 16.6 22 4.4 3.77 

Muscle Cramps 10 2 6 1.2 1.67 

Nausea/Vomiting 25 5 22 4.4 1.14 

Nervousness 8 1.6 4 0.8 2.0 

Respiratory Problems 10 2 2 0.4 5.0 

Skin Diseases 94 18.8 21 4.2 4.47 

 

Conclusion 

The study indicates that the farmers in the area were affected with different types of problems due to pesticide exposure. Higher 

relative risk was found among sprayers compared to the non sprayers. Since the prevalence of this disease is computed from the self-

reported symptoms there could be some underestimation. In general they lack awareness about the protective measures for application 

of pesticides. Educating and training the farmers’ about proper handling and application of pesticides and awareness about the 

negative impacts is essential in the area. The use of integrated pest management and creating awareness about the use of bio pesticides 

is the need of the hour. The availability of bio pesticides should be made wide spread among the farmers. 
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Abstract 

The dynamical atmospheric systems exhibit nonlinear behaviour. It can be studied by the chaos theory. The fractal 

fluctuations in space and time are seen in atmospheric flows. The atmospheric instability may be examined by nonlinear 

chaos theory. The actual physical mechanism of the atmospheric system is still not clear due to its nonlinear complexity. 

Proper application of nonlinear chaos theory in meteorology is significant and helpful to accurately predict the instability of 

atmosphere. The application of the chaos theory in the atmospheric systems has been discussed in this paper. 

 

Keywords: Atmospheric instability, fractals, nonlinear chaos theory. 

 

Introduction 

The theory of chaos is about deterministic system revolving on the infinitesimal perturbations in the initial conditions. It finds its 

application in a number of natural processes viz. Electronics, chemical kinetics, ecology, hydrodynamics, fluid motion etc. Chaos is 

considered to be an irregular, dissipative, unpredictable and non-linearly dynamic in nature. The terminology of chaos was first 

introduced by Li and Yorke (1975) in mathematical sciences. The direct relationship chaos and mathematical expression makes it an 

important tool for explanation of any natural system. Such application was made long back by Hadamard (1898) contributing to the 

explanation of Geodesic flows. Then Poincare (1908) introduced by studying three body problems of stars and found non periodicity 

in orbits
1
. He emphasized on the sensitivity of initial conditions of a deterministic system. This in turn explains the science behind the 

“Butterfly Effect”. This theory was firstly applied by Lorentz in 1961 in studying atmospheric systems. Later on the properties of 

chaotic behaviour are studied together with atmospheric physics as most of the atmospheric motions are directly related with the 

Navier-Stokes theorem. Thus chaos theory plays a significant role in weather prediction in governing the stochastic fluctuations 

associated with day to day weather prediction.  

 

Backgrounds 

The non linear chaos theory in meteorology has been used in different ways throughout the times and thus summarized in Table-1. 

 

Table-1: Chaos theory in atmospheric systems. 

Year Incidents 

1880 Idea of chaos theory by Henry Poincare
1
. 

1893 Nikola Tesla described the complexity in nature
10

. 

1898 
Jacques Hadamard examined the chaotic motion and put forward the sensitivity of solutions to the initial 

conditions
11

. 

1950 
The choice of actual physical pattern of atmosphere which depends on some arbitrary and unpredictable factors of 

the past
2
. 

1961 Nash and Sutcliffe concluded that the system controls its own faith using cybernetics
 12

. 

1963 Edward Lorentz put forward the non linearity and chaos theory in atmospheric phenomenon 
13

. 

1965 The Butterfly effect explained that the behaviour of dynamic system is highly sensitive to initial conditions
14

. 

1970 The fractal geometry of unpredictable irregular fluctuations in space and time is identified by Mendelbrot
15,16

. 

1971 The concept of strange attractor is introduced by Rulle and Takens d
17 

1990 Rulle described strange attractors as finite number of degrees of freedom and infinite number of frequencies
18 

Presently The progress of chaos theory by use of iteration process with the advancement of computers 
19

. 

 

Application in Atmospheric Systems 

The application of non-linear chaos theory was majorly on natural systems by Mandelbrot (1970) giving the idea of self-similarity 

pattern without periodicity. Smale (1960) proposed a contradictory theory to Lorentz which later on he himself discarded by 

mailto:amitlal1980@rediffmail.com


Emerging Trends of Physical Sciences  – Education & Research   63 

Ideal International E- Publication 

www.isca.co.in 

developing the famous Horseshoe counter example to his own conjecture of a dynamic system. Ruelle (1976) emphasized on the 

importance of Lorentz’s work on chaos theory. Guckenheimer and Landford gave a mathematical treatment to the chaos theory of a 

deterministic approach. In this regard it is to be mentioned that the idea of self-similarity patterns were firstly introduced in the field of 

meteorology by Richardson (1992) in 1965 together with Kolglomorov, Kandaoff, Monin and Yaglam and many others. Figure-1 

summarizes the applications areas of chaos theory and its pathways of manifestation.  

 

 
Figure-1: Pathways of non-linear Chaos theory approach (Zheng et al, 1993). 

 

Thus irregular space time fluctuations related to branching of geometry are often associated with this self-similarity pattern. This was 

later identified as fractal. In the field of atmospheric physics these fractals are recognized by long range co-relations in varied space-

time. These associations are named as self-organized criticality exhibited by atmospheric flows. One of the most eminent natural 

examples of fractals is the branching of a lightning occurring in varied scales and sizes. Such geometric patterns are self-similar and 

demonstrate long range correlations and they are quasi-periodic
25-28

. 

 

It is interesting to note that atmospheric turbulent fluid motions may be explained by quasi-periodic ‘Penrose tilling’ pattern in 

association with fractal self-similar pattern. These fractal often portray Fibonacci sequence and may be orderly and symmetric in 

nature but with no periodicity. Thus dynamic system s with large spatial extension is observed to display fractal geometry in varied 

temporal and spatial scales. Selvam explained such natural occurrences through referring to fractal geometry of cloud cover pattern 

which have a temporal range between a second and year. Natural bodies have both microscopic and macroscopic scale manifestations 

of self-similarity developed from apparently turbulent chaotic flows of motion but ultimately end up displaying a coherent structure. 

Such process flows only encourages one to apply the theory of chaos to predict the formation and life-cycle of atmospheric systems. 

Consequently it directs to the fact that atmospheric systems show self-organized criticality
29-33

. 

 

Discussion 

Temporal and Spatial scale –ranges of atmospheric fluid motions vary in a large extent to which standard meteorological theory may 

never be able to do justice. Here chaos theory comes to play the most significant part in explain the sensitivity to the initial conditions 

which may present an entirely new portrait of predicted weather. As atmospheric flows are turbulent in nature, it exhibits fractal 

fluctuations in space and time ranging from millimetre-sec to the scale of kilometre-year
2
. Atmospheric systems highly sensitive to 

initial conditions, so its dynamics is been studied by chaos theory in different time. Such considerations when applied on initial 

observational data of tropical cyclone data it successfully demonstrated the trajectories of these storms and showed their dependence 

on geographical co-ordinates
33-35

.  

 

It has been inferred in many researches that chaos theory may serve the purpose of an important tool for weather (short term) 

prediction as it directly involves with stochastic fluctuations but better results should not be expected for climate prediction. 

Multidisciplinary approach may help in this scenario to develop statistical and analytical tools for quantification and understanding 

laws of atmospheric motion governing of long rage observations natural systems. Prediction is done by using observational data and 

also noise reduction is very important before data assimilation. Chaos theory introduced a new way to deal with the observational data, 

especially with the data which was earlier ignored due to its erratic behaviour
36,37

. 

 

So in the last few years’ application of chaos theory in atmosphere was about the evolution of fractal dimensions from the observed 

data and the existence of low dimensional attractors
3,4,7,20-24,38

.  
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Abstract 

Zero Degree Isotherm Height (ZDIH) is an important parameter in meteorological science. It has a wide application area in 

rain-height estimation and radio-communication. Altitudinal occurrences of ZDIH is investigated by observational data of 

00Z and 12Z measurements for a period of fourteen years from 2000-2013 for four Balloon Observatories situated along the 

eastern coastline of India. Variation of ZDIH is studied to find a seasonal standard.  

 

Keywords: Coastal Boundary Layer, Rain height, Vertical Temperature Distribution, ZDIH. 

 

Introduction 

Indian coastline receives ~350 cm rainfall on average annually. This amount is three times of the entire country average value. Thus it 

becomes necessary to have an outlook about the coastal boundary layer structure and also about the altitude of Zero degree Isotherm 

Height (ZDIH) as it has an important role in deciding the rainfall amount and its distribution
1
. The positioning of the ZDIH is 

normally altered by thermal advection and radiational and evaporative cooling. This particular parameter determines the vertical 

staging of stratified layer of mixed phase particles even it decides the type of precipitation that the earth surface will receive. That is 

reason why Zero Degree Isotherm Height (ZDIH) is also known as Melting Layer Height (MLH) as it represents the height of free 

atmospheric layer having the temperature of 0º or the freezing point of water
2,3,4

. It is one of the most important isotherms in the 

science of meteorology. ZDIH also projects the status of Rain Height (RHT) according to Rec. ITU – R P839-3. Figure 1 gives a 

schematic diagram for the formation of ZDIH. The superiority of Radio-sonde observation on determining ZDIH has already been 

established by many researchers from Indian sub-continent and other parts of the world. Still it is also estimated from radar and lidar 

observations where it appears as bright and dark bands in respective profiles of vertical atmosphere
5,6

.   

 

 
Figure-1: Schematic diagram of ZDIH (Source: COMET-MedED) 

 

Researcher around the world has studied the variation of ZDIH and the average value in the latitudinal area between 40ºN to 40ºS is 

2107m according to ITU –R which is 300m less the value given by National Oceanic and Atmospheric Administration (NOAA). 

Figure-2 gives the global projections of ZDIH as per various sources.  
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Figure-2: Left-Global annual running average of ZDIH trend (ITU-R 2010);Right - NOAA average global  ZDIH (Source: 

National Snow and Ice Data Centre). 

 

ZDIH is an important parameter in satellite and radio-communication. Thus the variation of its altitudinal position should be studied 

from time to time and be updated to maintain an uninterrupted LOS link. Present study focusses on this objective only to have an 

update on the variability of ZDIH in the coastal zones of the Bay of Bengal since it is prone to occurrences of frequent weather 

systems with huge rainfall activity. 

 

Data and Methodology 

Status of ZDIH of tropical costal stations along the Karomandal coast (E) of India are analysed over decadal scale are study in the 

present approach. Variation of this parameter is studied seasonally for the periods of 2000 -2013 from National Oceanic and 

Atmospheric Administration (NOAA) RAOB DATA BASE.  

 

Table-1: List of Meteorological stations 

Station WMO no.   tit   (        n it    (       Elevation(m) 

Karaikal (KAKL) 43346 10.92 79.83 7 

Kolkata (KOL) 42809 22.65 88.45 7 

Chennai (CHE) 43279 13.00 80.18 16 

Vishakhapattanam(VSK) 43150 17.70 83.30 66 

 

Attempts are made to reveal the average residence of melting layer in atmospheric levels. Table 1 gives geographical position of the 

meteorological station along with their elevation from mean sea level. 

 

Data Analysis and Results  

The altitude of ZDIH is extracted and their seasonal variation is studied for both morning (00Z) and afternoon (12Z) timings. Their 

maximum and minimum heights are evaluated to determine the range of variation. Further their temporal variation and most possible 

occurrence value is observed. 

 

Variation of maximum and minimum values for ZDIH: Table-2 and 3 give maximum and minimum value ZDIH during the study 

period. Maximum value occurs for Karaikal during winter and minimum value occurs for Kolkata during winter as per morning 

observations. Afternoon maximum and minimum values are shown in table 3. 

 

Table 2: Seasonal maximum minimum values (00Z) 

STATION 

 

 

SEASON 

Kol VSK CHE KAKL 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

Pre Monsoon 6127 3287 5966 3456 5830 3919 6095 3912 

Monsoon 6361 4188 6223 3885 5676 3734 5936 3734 

Post Monsoon 6314 2630 7410 3665 5811 3382 5934 3734 

Winter 5611 2591 6214 3126 5634 3512 5171 3897 
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Table-3: Seasonal maximum minimum values (12Z) 

STATION 

 

 

SEASON 

KOL VSK CHE KAKL 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

MAX 

(gpm) 

MIN 

(gpm) 

PRE-MONSOON 6217 3232 6151 3754 6044 3966 6666 3931 

MONSOON 6577 3990 6196 3162 6615 4130 6685 3491 

POST MONSOON 5948 3109 6297 3648 5848 3863 6270 3464 

WINTER 5974 2866 5870 3410 5886 3764 5970 3776 

 

Maximum possible occurrences of ZDIH (00Z): ZDIH height determined for 4 seasons viz. Pre monsoon, Monsoon, Post Monsoon, 

Winter over Kolkata, Visakhapattanam, Chennai, Karaikal. Morning observation shows maximum height occurrence during monsoon 

over Kolkata and Visakhapatnam of value 5290.8 ±323.7 (gpm) and 5096.3 ± 324.3(gpm) respectively. Least value occurs during 

winter over Kolkata (4036.9 ± 555.8) (gpm).Table 4 gives this overall seasonal status. 

 

Table-4: Average ZDIH from seasonal morning (00Z) observations. 

STATION 

 

 

SEASON 

KOL VSK CHE KAKL 

AVG±STDEV 

(gpm) 

AVG±STDEV 

(gpm) 

AVG±STDEV 

(gpm) 

AVG±STDEV 

(gpm) 

PREMONSOON 
4413.912± 

530.8695 

4647.374± 

380.2153 

4840.001± 

320.1543 

4780.774± 

331.5025 

MONSOON 
5290.842± 

323.7665 

5096.332± 

324.5308 

4868.117± 

295.7783 

4824.157± 

338.7383 

POST MONSOON 
4721.51± 

512.3747 

5131.69± 

2053.899 

4905.246± 

288.5403 

4768.992± 

315.5434 

WINTER 
4036.974± 

555.8136 

4655.39± 

384.2001 

4853.911± 

287.1298 

4794.427± 

505.57 

 

Afternoon observations (12Z) show peak ZDIH(>5 km) during Monsoon for every station. Kolkata shows highest value of 5397.9 ± 

349.6 and least value of 4216.2 ± 547.0 during monsoon and winter respectively. Table 5 gives the entire scenario. 

 

Table-5: Average ZDIH from seasonal afternoon (12Z) observations 

STATION 

 

SEASON 

KOL VSK CHE KAKL 

Avarage±STDEV 

(gpm) 

Avarage±STDEV 

(gpm) 

Avarage±STDEV 

(gpm) 

Avarage±STDEV 

(gpm) 

PREMONSOON 
4580.009± 

533.4175 

4809.935± 

459.8961 

5048.447± 

348.6976 

5148.49± 

393.3017 

MONSOON 
5397.91± 

349.6145 

5173.718± 

353.4752 

5058.428± 

327.3103 

5151.802± 

381.4222 

POST MONSOON 
4744.22± 

435.8998 

5015.664± 

371.4538 

5021.441± 

435.4084 

5008.369± 

378.3623 

WINTER 
4216.218± 

547.0251 

4810.424± 

417.5424 

5033.859± 

329.8807 

5034.267± 

337.3311 

 

Discussion 

ZDIH or MLH is an important parameter in communication pathway design. Developments of convective clouds are very common 

over tropical region. Thus it is also very important to study the status of ZDIH or the MLH on regional small case basis. Such 

knowledge helps in having an idea about effective cloud rain height of a particular region. This study reveals current status of this 

ZDIH parameter over eastern coastal stations India. Earlier studies gave an account of this parameter up to 1990 or ending decade of 

19
th

 century. This study carries the approach further and reports the situation.  Seasonal variance of this parameter depending on 

latitude reveals significant difference.  However all the values are close to the country average value with a few exemptions. 
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